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Abstract

A spatio-temporal model is constructed to interpolate yearly precipitation data from 1982 to 1996 over the African Sahel. The precipitation data used in the analysis comes from the Global Historical Climatology Network.

The spatio-temporal model is based on a Gaussian Markov random field approach with AR(1)-dependence in time and a spatial component modeled using an approximation of a field with Matérn covariance. The model is defined on an irregular grid on a segment of the sphere, both avoiding the issue of matching observations to a regularly spaced grid, and handling the curvature of the Earth.

The model is estimated using a Markov chain Monte Carlo approach. The formulation as a Markov field allows for relatively efficient computations, even though the field has more than $3 \cdot 10^4$ nodes.

1 Introduction

One of the most widely used methods for interpolation of spatial data is Kriging, named after Krige (1951) and popularised when Matheron (1963) put linear interpolation in a geostatistical context. The Kriging predictor is a linear combination of observations; and thus suitable for Gaussian data, or data that is Gaussian after appropriate transformations (Box & Cox, 1964). The Kriging weights in the linear combination depend on the estimated mean and covariance structure of the data.

To allow for non-Gaussian observations of an unobserved, underlying Gaussian field Diggle et al. (1998) introduced a model based approach that uses Markov chain Monte Carlo (MCMC) methods to do Bayesian inference for the spatial predictors. The MCMC predictors also address the uncertainty due to parameter estimates. However, the approach is computationally intensive, requiring the inverse of the full covariance matrix at each iteration; for $n$ observations, inverting the covariance matrix takes $O(n^3)$ operations.
A computationally more effective method was introduced byWikle et al. (1998). They let the spatial field be a Gaussian Markov random field (GMRF) defined on a rectangular grid in $\mathbb{R}^2$. The formulation of GMRFs using a sparse precision (inverse covariance) matrix lends itself to fast sampling from the predictive and posterior distributions (Rue, 2001). Due to the computational gains provided by the sparse precision matrix (Rue & Folkestad, 2002) spatial modelling using GMRFs is popular and has been used for a wide variety of applications (e.g. Knorr-Held & Rue, 2002; Gamerman et al., 2003; Bolin et al., 2008).

Rue & Tjelmeland (2002) provide a link between GMRFs and Kriging by showing that a GMRF on a rectangular grid in $\mathbb{R}^2$ can be used to approximate fields with a wide class of covariance functions; the approximation is good even for fields with slowly decreasing correlation. A problem with defining the field on a rectangular grid is that our observations seldomly fall on the grid points. This can be remedied either by assigning each observation to the closest grid point (Hrafnkelsson & Cressie, 2003) or by letting values at the observations points be some (linear) interpolation of the values at nearby grid points (Werner Hartman, 2006).

Recently, Lindgren & Rue (2007) demonstrated that GMRFs also can be constructed directly to approximate fields with Matérn covariance functions. The approximating GMRF can be defined at irregular locations on a general, smooth manifold. Defining the field at irregular locations avoids the task of having to map observations to grid points. Additionally, since the GMRF is defined on a smooth manifold, it is possible to handle the curvature of the Earth; an effect that often is ignored by projecting the observation locations to $\mathbb{R}^2$ or by embedding the sphere in $\mathbb{R}^3$ and using covariance functions defined in $\mathbb{R}^3$.

Here we will use a spatio-temporal model, where the spatial component is based on the GMRF approximation proposed by Lindgren & Rue (2007), to interpolate precipitation data over the African Sahel, the region between Sahara and the rainforest. Parameter estimation is done using a MCMC approach.

Section 2 motivates the study of precipitation by giving a brief background to the environmental situation in the African Sahel, with 2.1 presenting the precipitation data; a brief overview of relevant theory is given in Section 3, the spatio-temporal model is described in Section 4, Section 5 discusses some details of the MCMC approach that is used for parameter estimation, and the analysis and results are detailed in Section 6. Finally, Section 7 summarises, and outlines some possible extensions.
2 The African Sahel

The African Sahel suffered a severe decline in rainfall following the 1960’s (Hulme, 2001), and several droughts and famines have beset the area (Olsson, 1993). Recent studies indicate a vegetation recovery (Eklundh & Olsson, 2003; Olsson et al., 2005; Bolin et al., 2008) linked to an increase in precipitation (Hickler et al., 2005). The region has attracted the interest of the remote sensing community for several years (Tucker et al., 1985; Rasmussen, 1992; Prince et al., 1998; Fensholt et al., 2004), an interest fueled by the availability of remotely sensed vegetation data (Agbu & James, 1994; NASA, 2004) stretching back to 1982.

While the remotely sensed vegetation data covers the entire Sahel, precipitation measurements are restricted to point measurements at weather stations. Several analysis of the dependence between vegetation and precipitation have been done, however most of these either take a time series perspective, limiting the analysis to vegetation measurements close to each weather station and treating data from each station as independent time series (Los et al., 2006) or give only qualitative (Nicholson et al., 1990) analyses of relationships. As a first step in an effort towards building a spatio-temporal model for the dependence between vegetation and precipitation we interpolate the precipitation data between stations. Since studies of long term, year to year variations in vegetation (Eklundh & Olsson, 2003; Olsson et al., 2005) primarily use measures of total biomass during each growing season, we will limit ourselves to interpolation of total yearly precipitation.

2.1 Precipitation data

The precipitation data used in our analysis comes from the Global Historical Climatology Network (GHCN) (NOAA, 2007; Vose et al., 1992). The data in GHCN consists of monthly temperature, precipitation, and pressure measurements from a large number of weather stations around the globe, stretching back as far as the 18th century in some locations. Extracting the geographical area and time period of interests gives us precipitation measurements from a total of 550 measurement stations across the Sahel for 15 years of data (1982–1996). After 1996 the number of reporting stations decline sharply. The measurements are then summed to total yearly precipitation at each station. An example of data and measurement locations from 1982 is given in Figure 1. Finally we remove ten stations from the data set; these stations will be used to asses model accuracy after the analysis.
3 Theory

Here the definition and properties of a Gaussian Markov random field are given, and the approximation of a spatial field with Matérn covariance using a GMRF is outlined.

3.1 Gaussian Markov random fields

A random variable $x = (x_1, \ldots, x_n)^\top \in \mathcal{N}(\mu, Q^{-1})$ is called a Gaussian Markov random field (see Rue & Held, 2005, for extensive details) if the joint distribution for $x$ satisfies $p(x_i|x_{-i}) = p(x_i|x_{\mathcal{N}_i}) \forall i$. Here $x_{-i}$ denotes all elements in $x$ except $x_i$ and $\mathcal{N}_i$ is the neighbourhood of $i$; the neighbourhood, $\mathcal{N}_i$, is a set of pixels $j \in \mathcal{N}_i$ that, in some sense, are ”close” to $i$. An important implication of the above definition is that if $i \neq j$, then

$$x_i \perp x_j|x_{-\{i,j\}} \iff Q_{i,j} = 0 \iff j \notin \mathcal{N}_i.$$ 

That is, the following properties are equivalent: 1) $x_i$ and $x_j$ are conditionally independent 2) the corresponding element in the precision matrix, $Q_{i,j}$ is zero and 3) $i$ and $j$ are not neighbours. Since $Q_{i,j} \neq 0$ only if $i$ and $j$ are neighbours, most GMRFs will have sparse precision matrices. If the sparse precision matrix is utilised when doing calculations on the GMRF, large gains in computational time are often possible (Rue, 2001; Rue & Follestad, 2002; Knorr-Held & Rue, 2002).

3.2 Approximation of Matérn fields

We are now ready to study the approximation of fields with Matérn covariances using GMRFs. As noted by Whittle (1963), the solutions, in $\mathbb{R}^d$, to the stochastic partial differential equation (SPDE)

$$(\Delta - \kappa^2)^{\alpha/2} x(s) = \mathcal{E}(s),$$

Figure 1: Yearly precipitation, in metres, for the 443 stations that have reported measurements for 1982. Note that the colour scale is non-linear.
where $\mathcal{E}$ is Gaussian white noise, $\alpha > 0$ and $\kappa > 0$, are Gaussian random fields with covariances that correspond to the Matérn family

$$C(x(s), x(s + \tau)) \propto (\kappa \|\tau\|)^\nu K_\nu(\kappa \|\tau\|).$$

Here $K_\nu$ is a modified Bessel function and the relation between the regularity parameter, $\nu$, and $\alpha$ in the SPDE is $\alpha = \nu + d/2$.

The relationship between the SPDE (1) and Gaussian random fields with covariances from the Matérn family is used by Lindgren & Rue (2007) to construct GMRF approximations to fields with Matérn covariances on $\mathbb{R}^d$. Lindgren & Rue argue that a natural generalisation of Matérn covariances to general manifolds can be found by solving (1) on said manifolds, and they proceed to construct a GMRF approximation of the solution on general manifolds. The approximation is found using the finite element method on a triangulation of irregularly spaced points. The resulting GMRF is defined on the points of the triangulation, making it suitable for modelling fields that are observed at irregular locations.

For $\alpha = 2$ in (1), the precision matrix of the approximating GMRF is

$$Q = (H - \kappa^2 C)^T C^{-1} (H - \kappa^2 C),$$

where the matrices $H$ and $C$ depend on the triangulated point configuration (see Lindgren & Rue, 2007, for details on how to calculate $H$ and $C$). The matrix $H$ is sparse and $C$ is diagonal, resulting in a sparse precision matrix $Q$. Since we model precipitation on the sphere, i.e. $d = 2$, a GMRF with precision matrix according to (2) approximates a field with generalised Matérn covariance where the smoothness parameter is $\nu = 1$.

As a final detail it should be noted that Whittle studied the SPDE (1) in $\mathbb{R}^d$; When working with fields on a finite manifold, boundary effects will influence the field close to the edge of the manifold. In order to minimise these edge effects the manifold on which the field is defined is extended some distance outside of the area of interest.

4 Model

Given the GMRF approximation of fields with generalised Matérn covariance outlined above we are now ready to introduce the spatio-temporal model for the precipitation. First we will introduce the model in a general setting, thereafter Section 4.1 describes the spatio-temporal model using GMRFs, and finally Section 4.2 deduces the posterior distribution for the field given observations.

To simplify the following narrative we first introduce some notation. Below $I$ denotes identity-matrices, $1$ denotes unity (column) vectors and $\otimes$ is the Kronecker product. Further we will need the canonical representation
of Gaussian densities (Rue & Held, 2005):

\[ x \in \mathcal{N}(Q^{-1}b, Q^{-1}) \iff x \in \mathcal{N}_c(b, Q). \]

In general terms our model is a latent field on a segment of the globe, \( \Omega \), and in time, i.e. \( x(s, \tau) \) with \( s \in \Omega \) and \( \tau \in \mathbb{R} \). The field is approximated by a GMRF evaluated at a number of discrete points, \( X(s_i, t), i = 1 \ldots N \) and \( t = 1 \ldots T \); and the precipitation is modeled as observations of the latent field. The yearly precipitation measurements are highly skewed, but transforming the observations as

\[ y = \tilde{y}^{1/3} \cdot (1 - 0.13\tilde{y}^{1/3}), \]

where \( \tilde{y} \) is precipitation in metres, the transformed precipitation can be modeled as Gaussian observations of the latent field (Glasbey & Nevison, 1997). Each of the \( d \) observations is now taken as the field value at the corresponding measurement locations with additive, independent \( \mathcal{N}(0, \sigma^2) \) errors

\[ y_j = X(s_j, t_j) + \epsilon_j, \quad (3) \]

where \( j = 1 \ldots d \) and \( \epsilon_j \) are the errors.

### 4.1 Spatio-temporal model

Given the GMRF approximation of fields with Matérn covariances we introduce a precision matrix for the spatial dependence as \( Q_S = \chi Q \) where \( Q \) is defined in (2) and \( \chi \) is a variance scaling parameter. Further letting \( X_t \) denote the \( N \)-by-1 column vector representing the GMRF at each time point, the spatio-temporal field can be represented as \( X = [X_t^\top \cdots X_T^\top]^\top \).

Assuming an AR(1)-structure between consecutive years and a mean field, \( \mu(s) \), that is constant in time, the field \( X \), can be modeled as

\[ (X_t - \mu) = a(X_{t-1} - \mu) + \eta_t, \quad (4) \]

where the innovations are independent in time but spatially correlated,

\[ \eta_t \in \mathcal{N}(0, Q_S^{-1}). \]

Further we take \( X_1 \in \mathcal{N}(\mu, Q_S^{-1} / (1 - a^2)) \), analogously with the stationary distribution of an AR(1)-process. Combining the distribution of \( X_1 \) with (4) the distribution for the spatio-temporal GMRF becomes

\[ X \in \mathcal{N}\left(1 \otimes \mu, (Q_T \otimes Q_S)^{-1}\right). \]
where $Q_T$ is the tri-diagonal $T$-by-$T$ matrix

$$Q_T = \begin{pmatrix}
1 & -a & 0 \\
-a & 1 + a^2 & -a & 0 \\
& & & \ddots \\
0 & -a & 1 + a^2 & -a & 0 \\
& & & & 0 & -a & 1 \\
& & & & & & & & \ddots \\
& & & & & & & & & \ddots \\
& & & & & & & & & & \ddots \\
& & & & & & & & & & & 1 \\
\end{pmatrix}.$$  

(6)

Note that $|Q_T \otimes Q_S| = |Q_T|^N |Q_S|^T = (1 - a^2)^N |Q_S|^T$, since $|Q_T| = 1 - a^2$, see Appendix A.

The spatio-temporal covariance function of the field will be separable since the precision matrix for the joint spatio-temporal field can be written as a Kronecker product between the precision matrices for the temporal and spatial dependencies respectively.

### 4.2 Posterior density given observations

As previously mentioned we model the transformed precipitation as Gaussian observations of an underlying GMRF. Stacking all the observations in a $d$-by-1 vector $Y$ the observation equation (3) can be formulated in matrix form as

$$Y = AX + \epsilon,$$

(7)

where $\epsilon \sim N(0, I\sigma^2)$ and $A$ is a $d$-by-$NT$ observation matrix with one non-zero value on each row picking out the field value corresponding to that observation. The structure of $A$ implies that $A^\top A$ is a diagonal matrix. It is also worth noticing that, comparing to a direct covariance formulation for the measurements, $\sigma^2$ represents a nugget effect.

The mean field $\mu$ in (5) should handle large scale variations and is modeled as $\mu = B\theta$ where $B$ is a known matrix of regression basis vectors and $\theta$ contains the unknown regression parameters. Selection of a suitable regression basis is discussed in Section 6.1. Using this mean field the prior distribution of the underlying GMRF is

$$X \sim N\left(1 \otimes B\theta, (Q_T \otimes Q_S)^{-1}\right).$$  

(8)

Finally we collect the model parameters as $\psi = \{\chi, \kappa^2, a, \sigma^2\}$.

Given (7) and (8) the full posterior is

$$p(X, \theta, \psi|Y) \propto p(Y|X, \sigma^2)p(X|\theta, \psi)p(\theta)p(\psi),$$

(9)

where the priors for $\theta$, and $\psi$ are assumed to be independent and we select a conjugate Gaussian prior for $\theta$, i.e. $\theta \sim N(\mu_\theta, Q_\theta^{-1})$. 
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An alternative formulation of (9) is
\[ p(X, \theta, \psi | Y) = p(X | \theta, \psi, Y)p(\theta | \psi, Y)p(\psi | Y). \] (10)

As shown in Appendix B, the densities in (10) are given by
\[ (X | \theta, \psi, Y) \in N_C \left( \left( Q_T \mathbf{1} \otimes Q_S B \right) \theta + b, \hat{Q} \right) \] (11a)
\[ (\theta | \psi, Y) \in N_C \left( b_\theta, \hat{Q}_\theta \right) \] (11b)
\[ p(\psi | Y) \propto \exp \left( -\frac{Y^T Y}{2 \sigma^2} + \frac{b^T \hat{Q}^{-1} b}{2} + \frac{b_\theta^T \hat{Q}_\theta^{-1} b_\theta}{2} \right) \cdot \frac{1}{\sigma^2 I} \] (11c)

where
\[ b = \frac{A^T Y}{\sigma^2}, \quad \hat{Q} = (Q_T \otimes Q_S) + \frac{A^T A}{\sigma^2}, \]
\[ b_\theta = Q_\theta \mu_\theta + (Q_T \mathbf{1} \otimes Q_S B)^T \hat{Q}^{-1} b, \]
\[ \hat{Q}_\theta = Q_\theta + (Q_T \mathbf{1} \otimes Q_S B)^T \hat{Q}^{-1} \left( \frac{A^T A}{\sigma^2} \right) (1 \otimes B). \]

The final element of the model is now to define the priors for \( \psi \). We assume independent priors and note that \( \chi, \kappa^2, \) and \( \sigma^2 \) takes values in \( \mathbb{R}^+ \) and that \( a \in (-1, 1) \). Therefore we select Gamma priors for the first three variables and a uniform prior for \( a \):
\[ \chi \in \Gamma(\alpha_\chi, \beta_\chi), \quad \kappa^2 \in \Gamma(\alpha_\kappa, \beta_\kappa), \quad \sigma^2 \in \Gamma(\alpha_\sigma, \beta_\sigma), \quad a \in U(-1, 1). \] (12)

Suitable values for the hyper-parameters are given in Appendix C. Figure 2 depicts a directed acyclic graph for our model with hyper-parameters.

5 Markov chain Monte Carlo

To estimate the posterior of the parameters, \( p(\theta, \psi | Y) \), and the posterior of the field, \( p(X | Y) \), a Metropolis-Hastings based MCMC-algorithm is used (Metropolis et al., 1953; Hastings, 1970). The proposal kernel, \( q(\cdot, \cdot) \), in the MCMC-algorithm, should generate a proposal for the variables \( \{ X, \theta, \psi \} \) given variables at a previous iteration \( \{ X_{\text{old}}, \theta_{\text{old}}, \psi_{\text{old}} \} \) and observed data \( Y \). The proposal is then accepted with a certain probability \( q_{\text{MCMC}} \).

Due to the structure of the posterior density in (10) a suitable form of the proposal kernel is
\[ q(\{ X_{\text{old}}, \theta_{\text{old}}, \psi_{\text{old}} \}, \{ X, \theta, \psi \}; Y) = p(X | \theta, \psi, Y)p(\theta | \psi, Y)p(\psi | Y)q_{\psi}(\psi_{\text{old}}, \psi), \]
where \( p(\mathbf{X}|\theta, \psi, \mathbf{Y}) \) and \( p(\theta|\psi, \mathbf{Y}) \) are taken from (11). Using this proposal the acceptance probability for the new proposal, \( \{\mathbf{X}, \theta\} \), reduces to

\[
\alpha_\text{MCMC} = \min \left(1, \frac{p(\mathbf{X}, \theta, \psi|\mathbf{Y}) q(\{\mathbf{X}, \theta, \psi\}, \{\mathbf{X}_{\text{old}}, \theta_{\text{old}}, \psi_{\text{old}}\}; \mathbf{Y})}{p(\mathbf{X}_{\text{old}}, \theta_{\text{old}}, \psi_{\text{old}}|\mathbf{Y}) q(\{\mathbf{X}_{\text{old}}, \theta_{\text{old}}, \psi_{\text{old}}\}, \{\mathbf{X}, \theta, \psi\}; \mathbf{Y})} \right)
\]

\[
= \min \left(1, \frac{p(\psi|\mathbf{Y}) q_{\psi}(\psi, \psi_{\text{old}})}{p(\psi_{\text{old}}|\mathbf{Y}) q_{\psi}(\psi_{\text{old}}, \psi)} \right).
\]

Note that the proposal for \( \{\mathbf{X}, \theta\} \) does not effect the acceptance probability and thus we only need to generate a new proposal for \( \psi \) before doing the accept/reject step. The proposal for \( \{\mathbf{X}, \theta\} \) is generated only if the new \( \psi \) is accepted, resulting in corresponding savings in computation time.

Initial MCMC-runs indicated a strong correlation between the components in \( \psi \) (see Figure 3). Transforming the variables as

\[
\tilde{\sigma}^2 = \log(\sigma^2), \quad \tilde{a} = \log(1 + a) - \log(1 - a),
\]

\[
\tilde{\kappa}^2 = \log(\kappa^2), \quad \tilde{\chi} = \log(\chi),
\]

we obtain variables which can take values in \( \mathbb{R} \), so that a random walk proposal on the transformed variables can be used

\[
\begin{bmatrix}
\tilde{\sigma}^2 \\
\tilde{a} \\
\tilde{\kappa}^2 \\
\tilde{\chi}
\end{bmatrix} \in \mathcal{N} \left( \begin{bmatrix}
\tilde{\sigma}_{\text{old}}^2 \\
\tilde{a}_{\text{old}} \\
\tilde{\kappa}_{\text{old}}^2 \\
\tilde{\chi}_{\text{old}}
\end{bmatrix}, \Sigma_{\text{prop}} \right),
\]

(14)

Here the covariance matrix \( \Sigma_{\text{prop}} \) takes the correlation between variables into account (suitable values are given in Appendix C). Using the above
proposal and transforming back to the original coordinates the ratio of the proposal densities is

\[
\frac{q_{\psi}(\psi, \psi_{\text{old}})}{q_{\psi}(\psi_{\text{old}}, \psi)} = \frac{\sigma^2 \kappa^2 \chi (1 - a^2)}{\sigma_{\text{old}}^2 \kappa_{\text{old}}^2 \chi_{\text{old}} (1 - a_{\text{old}}^2)}
\]

Figure 3: Two-dimensional histograms illustrating the dependence between the components of \((\psi | Y)\) before (left pane) and after (right pane) the transformation given above in (13).

6 Analysis

Having presented the spatio-temporal model and some details of the MCMC estimation, we are now ready to interpolate the precipitation data. In Section 6.1 we introduce the spatial regression basis that characterises our mean field; hereafter the triangulation of the measurement locations is presented in Section 6.2. Results from the MCMC are compared to measurements of the field in Section 6.3, and in Section 6.4 covariance functions estimated from data are compared to those obtained from the MCMC. Finally, in Section 6.5, we make some notes and comments regarding the computational cost of the algorithm.

6.1 Linear Regression basis

In Section 4.2 the prior mean of \(X\) was specified using a matrix of regression basis vectors, \(\mu = B \theta\). It is now time to specify the exact form of the regression basis vectors. Studying the data the latitude (north-south) dependence is described by a broken trend, which is modeled using two piecewise linear functions, with the break point found using a least squares criterion. Additionally, large scale variations in precipitation are modeled
using a cubic B-spline surface with five knots in latitude and seven knots in longitude under the additional constraint of zero derivatives at the edges, resulting in 15 basis surfaces, see Figure 4. The latitude knots are selected as the 0%, 25%, 50%, 75%, and 100% quantiles of the latitude coordinates; selection of the longitudinal knots is done in a similar fashion.

6.2 Triangulation

As mentioned in Section 3.2, the GMRF used to model the data is defined on a set of irregular, triangulated, points. This set of points includes the measurement stations, but can also be extended by additional points to obtain a suitable spatial resolution where we have few measurement stations. The set of points should also include a few points surrounding the region of interest to counteract the possible edge effects discussed in Section 3.2. Here we have applied the triangulation algorithm written by Shewchuk (1996) to latitude and longitude coordinates of the measurement stations, see Figure 5. A dense grid without any extremely obtuse triangles is obtained by setting limitations on area and minimal angle of each triangle within the area of interest, allowing the algorithm to add points as needed.

![Image](image-url)

Figure 4: The left pane illustrates how data depends on the latitude, the two basis functions used to model this dependence are given in the lower part of the figure. The three right hand panes illustrate some of the 15 B-spline surface basis functions. The top pane depicts the five longitudinal B-splines while the mid and bottom panes show two of the resulting surfaces; measurement locations and national boundaries included for reference.

6.3 Posterior distributions

Given the spatio-temporal model described in Section 4.1 the MCMC-algorithm outlined in Section 5 was run on the transformed yearly precipitation data for 5000 iterations. The run was limited to 5000 iterations due to the computational cost, see Section 6.5. The Markov chain rapidly reached stationarity and exhibited good mixing, see Figure 6, with an average acceptance probability of 32.5%. Additionally, the estimated autocorrelation functions for
all four parameter trajectories decline below 0.1 somewhere between lag 25 and 55, and to zero between lag 40 and 70.

Given MCMC samples of $(X \mid Y)$, the posterior mean, $E(X \mid Y)$, and 95% pointwise confidence intervals were constructed. Studying the interpolated field from 1982 shows a good correlation between measurements and the interpolation, see Figure 7. Results for the other years are similar. Worth noticing is that, due to the transformation of the precipitation data, back transformed confidence intervals are wider for large data values, as well as being skewed towards larger values.

The models ability to reproduce data at the ten stations omitted from the analysis is illustrated in Figure 8. In most cases the observations fall within the 95% confidence bands.

### 6.4 Covariance functions

As a last step in assessing the model we study the spatial covariance functions of the temporal residuals

$$e_t = (Y_t - \hat{A}_t B\theta) - a(Y_{t-1} - \hat{A}_t B\theta).$$

(15)

Here $\hat{A}_t$ is a matrix that extracts fields points that have been observed both at time $t$ and $t - 1$. When actually calculating the residuals the true parameter values are unknown and we replace them with the corresponding posterior mean estimates. The residuals $e_t$ should now essentially represent the spatially dependent innovations $\eta_t$ in the AR(1) formulation (4), with additional independent measurement noise due to the errors $\epsilon$ in (7). It is easy to show that the distribution of $e_t$ is

$$e_t \in N \left(0, \hat{A}_t Q_S^{-1} \hat{A}_t^T + \sigma^2(1 + a^2)I\right).$$
The covariance function for $e_t$ was estimated and compared to 1000 covariance function estimates based on simulations from the model given by (7) and (5) and using the posterior mean of the parameters. The estimates are given in Figure 9 and it is clear that the covariance function estimated from data does not deviate further from the theoretical covariance function than what can be expected based on the estimates obtained from simulated data.

6.5 Computational costs

The dominating computational cost for each MCMC iteration is evaluation of the likelihood (11c) and the most costly operation when evaluating the likelihood is calculation of the Cholesky factorisation of $\hat{Q}$. Given the Cholesky factor, calculation of the determinant is trivial and vector calculations involving $\hat{Q}^{-1}$ can be done efficiently using back-substitution (Rue, 2001).

Given a spatial GMRF (no time dependence) defined on a regular square lattice consisting of $n$ points (i.e. a side of $\sqrt{n}$) calculation of the Cholesky factor takes $\mathcal{O}(n^{3/2})$ operations (Rue & Held, 2005, Chapter 2.4), compared to $\mathcal{O}(n^3)$ operations when inverting a full covariance matrix. The $\mathcal{O}(n^{3/2})$ complexity seems to hold also for the GMRFs defined on irregular grids used here. However we pay a price for extending the GMRF to a spatio-temporal model; for a spatio-temporal GMRF defined on a regular cube with of $n$ points (i.e. a side of $\sqrt[3]{n}$) calculation of the Cholesky factor takes $\mathcal{O}(n^3)$ operations (Rue & Held, 2005, Chapter 2.4), and this complexity seems to be approximately true for our spatio-temporal GMRF.

As an example, calculation of the Cholesky factor of the pure spatial
Figure 7: The top pane shows $E(x \mid Y)$ for the precipitation data from 1982 obtained from MCMC-simulations. The following two panes gives the boundaries of point-wise 95% confidence intervals of $(X \mid Y)$ obtained as quantiles from the MCMC-simulations. The circles represent the measurement locations and corresponding measurement values.
Figure 8: The top left pane shows the locations of the 10 stations omitted from the analysis. The remaining 10 panes show $E(X \mid Y)$ (solid lines), 95% confidence intervals (dashed lines) and actual measurements (dots) for each of the stations from 1982 to 1996. All the data has been back transformed to yearly precipitation in metres.

Figure 9: Covariance function for the residuals. The black line is the spatial, isotropic covariance function for the residuals (15), the box-plots describe the covariance functions estimated using a 1000 simulations from the model, the grey line is the theoretical covariance function given the posterior means of the parameters.
2039-by-2039 precision matrix in (2) takes 0.05s on a 2.8GHz Celeron. Extending the field to include temporal AR(1)-dependence for the 15 years of data calculation of the Cholesky factor of \( \hat{Q} \) in (11c) takes 46.8s, and consequently each MCMC iteration takes roughly 60s. As a comparison, the full spatio-temporal field has \( 2039 \cdot 15 = 30585 \) nodes, if we instead study a pure spatial field with 30585 nodes calculation of the Cholesky factor takes only 2.48s, clearly illustrating the steep computational cost incurred by the temporal dependencies.

7 Conclusion and discussion

The use of GMRFs to model spatial and spatio-temporal dependencies allows for fast computations using algorithms for sparse matrices Rue (2001). This work uses the computational efficiency of GMRFs together with the possibility to approximate fields with Matérn covariances using GMRFs (Lindgren & Rue, 2007) to interpolate yearly precipitation over the African Sahel. The resulting model and method presented here allows for spatio-temporal estimation and interpolation of very large fields defined on irregular locations using reasonable computational resources.

Model assessment using measurements at stations left out of the analysis, as well as a comparison between the empirical and theoretical spatial covariance functions indicate that the model describes the data well and provides a good interpolation of the precipitation data. This interpolation can be used in future work examining the interactions between vegetation and precipitation in the region.

Another interesting extension would be to model monthly precipitation. Doing so would introduce a large number of zero measurements, especially during the dry winter months. To handle these zero measurements non-Gaussian observation model would have to be employed. Extending the model to use non-Gaussian observations will add a small computational burden. However, given the large literature of latent GMRFs with non-Gaussian observations (Knorr-Held & Rue, 2002; Hrafnkelsson & Cressie, 2003; Rue & Martino, 2007, etc.) an extension should not present any theoretical challenges. The computational burden incurred by using an AR(1)-dependence in time could possibly be lessened by the use of temporal basis functions.
A Determinant of the precision for an AR(1)-process

Given an AR(1)-process, \( x_t = ax_{t-1} + \eta_t \), where \( \eta_t \) are i.i.d. \( \mathcal{N}(0, 1) \), \(|a| < 1\) and \( x_1 \) belongs to the stationary distribution \( \mathcal{N}(0, 1/(1 - a^2)) \) the joint distribution for \( \{x_t\}_{t=1}^T \) is \( \mathcal{N}(0, Q_T^{-1}) \) where \( Q_T \) is the tri-diagonal \( T \)-by-\( T \) matrix from (6). To calculate the determinant, \( |Q_T| \), we first need the following lemma:

**Lemma 1.** Let \( A_T \) be the tri-diagonal \( T \)-by-\( T \) matrix

\[
A_T = \begin{pmatrix}
1 + a^2 & -a & 0 \\
-a & 1 + a^2 & -a & 0 \\
& \ddots & \ddots & \ddots \\
0 & -a & 1 + a^2 & -a & 0 \\
0 & -a & 1 + a^2 & -a & 0 \\
\end{pmatrix},
\]

with \(|a| < 1\). Further let \( A_1 = 1 \) and

\[
A_2 = \begin{pmatrix}
1 + a^2 & -a \\
-a & 1 \\
\end{pmatrix}.
\]

The determinant of \( A_T \) is \(|A_T| = 1\), for any \( T \geq 1 \)

**Proof.** It is obvious that \(|A_1| = 1\) and \(|A_2| = 1\). For \( T > 2 \) expansion of the determinant along the first column followed by expansion of the second term along the first row gives

\[
|A_T| = (1 + a^2) |A_{T-1}| - a^2 |A_{T-2}|,
\]  \hfill (16)

and Lemma 1 follows by induction. \( \square \)

**Proposition 2.** The determinant of \( Q_T \), defined by (6), is \( 1 - a^2 \) for any \( T \geq 1 \).

**Proof.** For \( T = 1 \) and \( T = 2 \) the result is trivial. For \( T > 2 \) we expand the determinant along the first column followed by expansion of the second term along the first row which gives

\[
|Q_T| = |A_{T-1}| - a^2 |A_{T-2}| = 1 - a^2,
\]

where the last equality is obtained using Lemma 1. \( \square \)
B Calculation of the posterior distribution

Expanding (9) the full posterior becomes

$$p(X, \theta, \psi | Y) \propto \left( \frac{|Q_S|T \left( 1 - a^2 \right)^N}{|\sigma^2 I|} \right)^{1/2} p(\theta)p(\psi) \exp \left( -\frac{1}{2} (X - 1 \otimes B\theta)^\top (Q_T \otimes Q_S)(X - 1 \otimes B\theta) \right) \exp \left( -\frac{1}{2\sigma^2} (Y - AX)^\top (Y - AX) \right).$$

(17)

Expanding the terms in the exponents and collecting terms containing $X$ we obtain

$$-\frac{1}{2} \left( X^\top \left( Q_T \otimes Q_S \frac{A^\top A}{\sigma^2} \right) X - 2X^\top \left( (Q_T 1 \otimes Q_S B)\theta + \frac{A^\top Y}{b} \right) \right) + \frac{Y^\top Y}{\sigma^2} + \theta^\top (Q_T 1 \otimes Q_S B) \left( 1 \otimes B \right) \theta. \tag{18}$$

Identifying the first two terms as part of a Gaussian distribution for $X$ we can rewrite (17) as

$$p(X, \theta, \psi | Y) \propto p(X|\theta, \psi, Y)p(\psi) \left( \frac{|Q_S|T \left( 1 - a^2 \right)^N}{|\hat{Q}| |\sigma^2 I|} \right)^{1/2} \exp \left( -\frac{1}{2} \left( \frac{Y^\top Y}{\sigma^2} + \theta^\top (Q_T 1 \otimes Q_S B) \left( 1 \otimes B \right) \theta \right. \right.$$ 

$$- \left( (Q_T 1 \otimes Q_S B)\theta + b \right)^\top \hat{Q}^{-1} \left( (Q_T 1 \otimes Q_S B)\theta + b \right)$$

$$+ \left( \theta - \mu_\theta \right)^\top \hat{Q}_\theta (\theta - \mu_\theta) \right) \right).$$

where $p(X|\theta, \psi, Y)$ is the density function for the posterior $(X|\theta, \psi, Y)$ defined in (11a). Note that we have divided by the determinant of $\hat{Q}$ to cancel the corresponding determinant which arises in $p(X|\theta, \psi, Y)$; the quadratic form involving $\hat{Q}^{-1}$ in the third row arise for the same reason.

We again study the exponent but this time we collect terms containing
\( \mathbf{\theta} \), obtaining

\[
- \frac{1}{2} \left( \mathbf{\theta}^\top \left( \mathbf{Q}_\mathbf{\theta} + \left( \mathbf{Q}_T \mathbf{1} \otimes \mathbf{Q}_S \mathbf{B} \right)^\top \left( \left( \mathbf{1} \otimes \mathbf{B} \right) - \mathbf{\hat{Q}}^{-1} \left( \mathbf{Q}_T \mathbf{1} \otimes \mathbf{Q}_S \mathbf{B} \right) \right) \right) \mathbf{\theta} \\
- 2 \mathbf{\theta}^\top \left( \mathbf{\mu}_\mathbf{\theta} \mathbf{Q}_\mathbf{\theta} + \left( \mathbf{Q}_T \mathbf{1} \otimes \mathbf{Q}_S \mathbf{B} \right)^\top \mathbf{\hat{Q}}^{-1} \mathbf{\hat{b}} \right) \\
- \mathbf{b}^\top \mathbf{\hat{Q}}^{-1} \mathbf{\hat{b}} + \frac{\mathbf{Y}^\top \mathbf{Y}}{\sigma^2} + \mathbf{\mu}_\mathbf{\theta}^\top \mathbf{\mu}_\mathbf{\theta}
\]

We recognise the first two terms as belonging to the posterior \((\mathbf{\theta} | \mathbf{\psi}, \mathbf{Y})\) given in (11b). We can now obtain (11c) by rewriting (18) in a similar way as previously used when obtaining (18) from (17). Finally we rewrite \( \mathbf{\hat{Q}}_\mathbf{\theta} \) as

\[
\mathbf{\hat{Q}}_\mathbf{\theta} = \mathbf{Q}_\mathbf{\theta} + \left( \mathbf{Q}_T \mathbf{1} \otimes \mathbf{Q}_S \mathbf{B} \right)^\top \left( \mathbf{\hat{Q}}^{-1} \mathbf{\hat{Q}} - \mathbf{\hat{Q}}^{-1} \left( \mathbf{Q}_T \otimes \mathbf{Q}_S \right) \right) \left( \mathbf{1} \otimes \mathbf{B} \right) \\
= \mathbf{Q}_\mathbf{\theta} + \left( \mathbf{Q}_T \mathbf{1} \otimes \mathbf{Q}_S \mathbf{B} \right)^\top \mathbf{\hat{Q}}^{-1} \left( \frac{\mathbf{A}^\top \mathbf{A}}{\sigma^2} \right) \left( \mathbf{1} \otimes \mathbf{B} \right).
\]

\section{C Parameter values}

\subsection{C.1 Hyper-parameters}

The hyper-parameters of the priors in (12) are selected to make the priors wide, while at the same time making values close to zero unlikely. Avoiding zero values is reasonable since \( \chi = 0 \) implies a filed with infinite variance; and \( \kappa^2 = 0 \) gives infinite range in the spatial covariance function. Thus, we take the shape parameters to be

\[
\alpha_\sigma = 2, \quad \alpha_\kappa = 2, \quad \alpha_\chi = 1.5,
\]

and the scale parameters are set to

\[
\beta_\sigma = 500, \quad \beta_\kappa = 0.0025, \quad \beta_\chi = 5.
\]

\subsection{C.2 Proposal distribution}

The covariance of the proposal distribution (14) is set through the standard deviation of each parameter and the correlation between parameters, i.e.

\[
\Sigma_{\text{prop}} = \begin{pmatrix}
\sigma_1^2 & \rho_{12} \sigma_1 \sigma_2 & \rho_{13} \sigma_1 \sigma_3 & \rho_{14} \sigma_1 \sigma_4 \\
\rho_{12} \sigma_1 \sigma_2 & \sigma_2^2 & \rho_{23} \sigma_2 \sigma_3 & \rho_{24} \sigma_2 \sigma_4 \\
\rho_{13} \sigma_1 \sigma_3 & \rho_{23} \sigma_2 \sigma_3 & \sigma_3^2 & \rho_{34} \sigma_3 \sigma_4 \\
\rho_{14} \sigma_1 \sigma_4 & \rho_{24} \sigma_2 \sigma_4 & \rho_{34} \sigma_3 \sigma_4 & \sigma_4^2
\end{pmatrix}.
\]
A short initial MCMC run on a triangulation of coarser resolution and using data from 1982 to 1987 indicated reasonable values of the parameters to be

\[ \sigma_1 = 0.15, \sigma_2 = 0.15, \sigma_3 = 0.03, \sigma_4 = 0.30 \]

and

\[
\begin{align*}
\rho_{12} &= 0.6 & \rho_{13} &= 0.2 & \rho_{14} &= -0.4 \\
\rho_{23} &= 0.4 & \rho_{24} &= -0.6 \\
\rho_{34} &= -0.1 
\end{align*}
\]
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