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Abstract

We develop fixed-point algorithms for the approximation of structured matrices with rank penalties. In particular we use these fixed-point algorithms for making approximations by sums of exponentials, i.e., frequency estimation. For the basic formulation of the fixed-point algorithm we show that it converges to the solution of a related minimization problem, namely the one obtained by replacing the original objective function with its convex envelope and keeping the structured matrix constraint unchanged.

It often happens that this solution agrees with the solution to the original minimization problem, and we provide a simple criterion for when this is true. We also provide more general fixed-point algorithms that can be used to treat the problems of making weighted approximations by sums of exponentials given equally or unequally spaced sampling. We apply the method to the case of missing data, although the above mentioned convergence results do not hold in this case. However, it turns out that the method often gives perfect reconstruction (up to machine precision) in such cases. We also discuss multidimensional extensions, and illustrate how the proposed algorithms can be used to recover sums of exponentials in several variables, but when samples are available only along a curve.
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1. Introduction

We consider the non-convex problem

\[
\arg \min_{A \in \mathcal{H}} \left( J_{F,\sigma_0}(A) = \sigma_0^2 \text{rank}(A) + \|A - F\|^2 \right), \tag{1}
\]

where \(A\) is an \(M \times N\)-matrix, \(\mathcal{H}\) any linear subspace, \(\sigma_0\) is a parameter and the norm refers to the Frobenius norm. This problem has a wide range of applications, we refer to e.g. [18, 23, 28] for an abundance of examples. A popular approach to this problem is to replace the rank with the nuclear norm, where the rationale behind this swap is that the nuclear norm is the convex envelope of the rank-functional restricted to the unit ball, see Theorem 2.2. of [28]. In [23] it is argued that the discrepancy between (1) and the nuclear norm counterpart is rather large in many concrete situations, and they instead propose to work with the convex envelope of (1), for which they derive explicit formulas. More precisely, the convex envelope of \(J_{F,\sigma_0}\) is then given by

\[
\mathcal{R}_{\sigma_0}(A) + \|A - F\|^2, \tag{2}
\]

where

\[
\mathcal{R}_{\sigma_0}(A) = \sum_j \sigma_0^2 - \left( \max (\sigma_0 - \sigma_j(A), 0) \right)^2.
\]

In this paper we provide a fixed point algorithm which is guaranteed to solve the augmented problem

\[
\arg \min_{A \in \mathcal{H}} \mathcal{R}_{\tau}(A) + q\|A - F\|^2, \tag{3}
\]

for any \(1 < q < \infty\) and \(\tau > 0\). It turns out that the solution to (3) often coincides with the solution to the non-convex problem (1) for \(\sigma_0 = \tau/\sqrt{q}\), and we provide a simple condition to verify if this has happened. To be more precise, below is a compilation of Theorem 5.1 and Theorem 5.2 in the particular case \(q = 2\) for the non-linear map \(B_{F,\tau, q}\) defined by (24). Note that \(\mathcal{R}_{\sigma_0}\) by itself is not convex. However, the objective function in (3) is convex and also Lipschitz.\(^1\)

**Theorem 1.1.** Given any starting point \(W^1\), the Picard iteration \(W^{n+1} = B_{F,\tau, 2}(W^n)\) converges to a fixed point \(W^\circ\). Moreover, the orthogonal projection \(P_{\mathcal{H}}(W^\circ)\) is unique and

\[
A^\circ = 2F - P_{\mathcal{H}}(W^\circ),
\]

\(^1\)In the Appendix we show that it also has a Lipschitz continuous gradient in the real valued case.
is the unique solution to (3). Moreover, $W^\circ$ has the property that $A^\circ$ also solves

$$\arg\min_A \mathcal{R}_\tau(A) + \|A - W^\circ\|^2.$$  

and if $\sigma_j(W^\circ)$ has no singular values equal to $\tau$, then $A^\circ$ is the solution to the non-convex problem (1) with $\sigma_0 = \tau/\sqrt{2}$.

To provide more flexibility in choosing the objective functional, we also consider the problem of minimizing

$$\mathcal{R}_\tau(A) + q \|\mathcal{M}A - h\|_V^2, \quad A \in \mathcal{H},$$

where $\mathcal{M} : \mathcal{H} \to \mathcal{V}$ is a linear operator into any given linear space. We give conditions under which the fixed points of a certain non-linear operator coincide with the global minimum of this problem.

We apply these algorithms to the problem of approximation by sparse sums of exponentials. Let $f : \mathbb{R} \to \mathbb{C}$ be the function that we wish to approximate, and assume that it is sampled at points $x = x_j$. The problem can then be phrased as

$$\arg\min_{\{c_k\}, \{\zeta_k\}, K} \sigma_0^2 K + \sum_{j=1}^J \sum_{k=1}^K c_k e^{2\pi i x_j \zeta_k} - f(x_j)^2, \quad c_k, \zeta_k \in \mathbb{C}, \quad \mu_j \in \mathbb{R}^+.$$  

Here, the parameter $\sigma_0$ is a parameter that penalizes the number of exponential functions. The weights $\mu_j$ can be used to control the confidence levels in the samples $f(x_j)$.

This approximation problem is closely related to the problem of frequency estimation, i.e., the detection of the (complex) frequencies $\zeta_k$ above. Once the frequencies are known, the remaining approximation problem becomes linear and easy to solve by means of least squares. The literature on frequency estimation is vast. The first approach was made already in 1795 [17]. Notable methods that are commonly used are ESPRIT [32], MUSIC [34] and matrix pencil methods [20]. We refer to [35] for an overview from a signal processing perspective. From an analysis point of view, the AAK-theory developed in [1, 2, 3] deals with closely related problems, and approximation algorithms based on these results were developed in [9, 15]. A competitive algorithm in the case of fixed $K$ was recently developed in [10].

To approach this problem, we let $\mathcal{H}$ denote the set of Hankel matrices, i.e., if $A \in \mathcal{H}$, then there is a generating function $f$ such that $A(j,k) =$
Hankel matrices are thus constant along the anti-diagonals. By the Kronecker theorem there is a connection between sums of $K$ exponential functions and Hankel matrices with rank $K$, namely that if $f$ is a linear combination of $K$ exponential functions sampled at equally spaced points, then the Hankel matrix generated by these samples will generically have rank $K$. For more details, see e.g. [4, 5, 21, 30].

In the special case with equally spaced sampling, i.e. $x_j = j$, and

$$
\mu_j = \begin{cases} 
  j & \text{if } 1 \leq j \leq N + 1 \\
  2N + 2 - j & \text{if } N + 1 < j \leq 2N + 1
\end{cases},
$$

the problem (5) (with $F \in \mathcal{H}$ being the Hankel matrix generated from $f$) is equivalent with (2). The triangular weight above comes from counting the number of elements in the Hankel matrix along the anti-diagonals. Theorem 1.1 thus provides approximate solutions to this problem, which often turn out to solve the original problem (5) as well, which in this setting is the equivalent of (1).

Clearly, for many purposes it would be more natural to use the regular $\ell^2$ norm in the approximation, i.e., to use constant values of $\mu_j$. Also more general setups of weights can be of interest (for instance in the case of missing data). We show how the fixed-point algorithm designed for (4) can be used in this case.

The basic algorithms for frequency estimation (or approximations by sums of exponentials) require that the data is provided (completely) at equally spaced samples. In many situations, this assumption does not hold (in particular concerning sampling in two or more variables). A traditional method designed for computing periodograms for unequally spaced sampling is the Lomb-Scargle method [26, 33]. The results are typically far from satisfactory, cf. [10]. For a review of frequency estimation methods for unequally spaced sampling, see [13]. In this work, we will use similar ideas as in [10] for treating the unequally spaced sampling. Given a set of sample points $X = \{x_j\}$, let $\mathcal{I}_X$ be a matrix that interpolates between equally spaced points and the points $x_j$. This means for instance that the rows of $\mathcal{I}_X$ have sum one. The action of its adjoint $\mathcal{I}_X^*$ is sometimes referred to as antepolalation. We study the problem

$$
\arg \min_{A(j,k)=a(j+k)} \sigma_0^2 \text{rank}(A) + \| (f - I_X(a)) \|^2.
$$

(7)

using the algorithm for (4), and we also modify (7) to deal with the corresponding weighted case.
Finally, we discuss how the methods can be used in the multidimensional case. Let $\Omega \subset \mathbb{R}^d$ be an open bounded connected set and $f$ a function on $\Omega$ which is assumed to be of the form

$$f(x) = \sum_{k=1}^{K} c_k e^{\zeta_k \cdot x}, \quad (8)$$

where $\zeta_k \in \mathbb{C}^d$, $\zeta_k \cdot x = \sum_{j=1}^{d} \zeta_{k,j} x_j$ and $K$ is a low number. In [4] we introduce a new class of operators called general domain truncated correlation operators, whose "symbols" are functions on $\Omega$, and prove a Kronecker-type theorem for these operators. In particular it follows that their rank is $K$ if the symbol is of the form (8), and the converse situation is also completely clarified. In [5] it is explained how these operators can be discretized giving rise to a class of structured matrices called "general domain Hankel matrices", (see Section 7 for more details). Letting $\mathcal{H}$ be such a class of structured matrices, it turns out that (3) is a natural setting for solving the problem: Given noisy measurements of $f$ at (possibly unequally spaced) points in $\Omega$, find the function $f$. The connected problem of finding the values $\{c_k\}$ and $\{\zeta_k\}$ is addressed e.g. in [6].

The paper is organized as follows: In Section 2 we provide some basic ingredients for the coming sections, in particular we introduce the singular value functional calculus and connected Lipschitz estimates. Our solution of (3) involves an intermediate more intricate objective functional, which is introduced in Section 3, where we also investigate the structure of its Fenchel conjugates. Moreover our solution to (3) first solves a dual problem, which is introduced and studied in Section 4. Consequently the key operator $B_{F,\tau,q}$ is introduced in Section 4. At this point, we have the ingredients necessary for addressing the main problem (3). In Section 5.1 we recapitulate our main objective and discuss how various choices of $q$ and $\tau$ affect the objective functional and also its relation to the original problem (1). An extended version of Theorem 1.1 is finally given in Section 5.2, where we also present our algorithm for solving (3). The more general version of the algorithm and corresponding theory is given in Section 5.3. The remainder of the paper is devoted to frequency estimation and numerical examples. Section 6 considers the one-dimensional problem (7), whereas the problem of retrieving functions of the form (8) is considered in Section 7. This section also contains a more detailed description of the general domain Hankel matrices which underlies the method. Numerical examples are finally given in Section 8 and we end with a summary of our conclusions in Section 9.
2. Preliminaries

2.1. Fenchel conjugates and convex optimization

Let $M, N \in \mathbb{N}$ be given and let $\mathbb{M}_{M,N}$ denote the vector space of complex $M \times N$-matrices. Imposing on it the real scalar product

$$\langle X, Y \rangle = \sum_{i,j} \Re x_{i,j} \Re y_{i,j} + \Im x_{i,j} \Im y_{i,j},$$

this becomes an Euclidean space and the corresponding norm is the Frobenius or Hilbert-Schmidt norm.

We recall that the Fenchel conjugate $f^*$ of a real valued function $f$ is given by

$$f^*(y) = \max_x \langle x, y \rangle - f(x).$$

For positive functions $f$, $f^*$ is always convex, and if $f$ is also convex, then $f = f^{**}$, see Theorem 11.1 in [31] (since we do not allow $f$ to assume $\infty$ and convex finite valued functions automatically are continuous, there is no need to assume that $f$ is lower semi-continuous). If $f$ is not convex, then $f^{**}$ equals the convex envelope of $f$. In particular, note that we always have $f^* = f^{***}$.

Suppose now that $f$ is a convex function on $\mathbb{M}_{M,N}$, and let $\mathcal{M}$ be a linear subspace. Consider the (primal) problem of finding

$$\min f(x)$$
subj. to $x \in \mathcal{M}$. (9)

By standard duality arguments, the dual problem is

$$\min f^*(y)$$
subj. to $y \in \mathcal{M}^\perp$. (10)

Moreover, if $y^\circ$ is a (not necessarily unique) element which minimizes (10), then the value of (9) equals

$$\min_x f(x) - \langle y^\circ, x \rangle = -f^*(y^\circ).$$ (11)

2.2. The singular value functional calculus

We will need the singular value functional calculus [11, 12, 19, 27], defined as follows. Let $f$ be a real valued function on $\mathbb{R}_+$ such that $f(0) = 0$.
and let $A \in \mathbb{M}_{M,N}$ be a matrix with singular value decomposition $A = U \text{diag}(\{\sigma_j(A)\}) V^\ast$. We then define

$$\mathcal{G}_f(A) = U \text{diag}(\{f(\sigma_j(A))\}) V^\ast.$$ 

The key property we will use is that

$$\| \mathcal{G}_f(A) - \mathcal{G}_f(B) \| \leq \| f \|_{\text{Lip}} \| A - B \|,$$

(12)

where $\| f \|_{\text{Lip}}$ refers to the Lipschitz constant for $f$. In other words, Lipschitz functions give rise to Lipschitz functional calculus, with the same bound.

### 3. Convex envelopes

For a given matrix $A$, let

$$\mathcal{S}_{\sigma_0}(A) = \sum_j \max (\sigma_j^2(A) - \sigma_0^2, 0),$$

and

$$\mathcal{R}_{\sigma_0}(A) = \sum_j \sigma_0^2 - (\max (\sigma_0 - \sigma_j(A), 0))^2.$$ 

For a proof of the following theorem, see either of [22, 23, 24].

**Theorem 3.1.** Let $F$ be a fixed matrix, and let

$$\mathcal{J}_{F,\sigma_0}(A) = \sigma_0^2 \text{rank}(A) + \| A - F \|^2.$$ 

The Fenchel conjugates of $\mathcal{J}_{F,\sigma_0}$ are then

$$\mathcal{J}_{F,\sigma_0}^\ast(X) = \mathcal{S}_{\sigma_0} \left( \frac{X}{2} + F \right) - \| F \|^2,$$

(14)

$$\mathcal{J}_{F,\sigma_0}^{\ast\ast}(A) = \mathcal{R}_{\sigma_0}(A) + \| A - F \|^2.$$ 

(15)

Let $\tau > 0$ and let $1 < p, q < \infty$ be conjugate exponents, i.e. such that $1/p + 1/q = 1$.

**Theorem 3.2.** Let

$$\mathcal{K}_{F,\tau,q}(A, B) = \tau^2 \text{rank}(A) + p \| (A - B) \|^2 + q \| (B - F) \|^2.$$ 

Its Fenchel conjugate is then given by

$$\mathcal{K}_{F,\tau,q}^\ast(X, Y) = \mathcal{S}_\tau \left( \frac{X}{2} - \frac{Y}{2q} + F \right) + (q - 1) \left\| \frac{Y}{2q} - F \right\|^2 - q \| F \|^2.$$ 

(16)

and its convex envelope (Fenchel bi-conjugate) is given by

$$\mathcal{K}_{F,\tau,q}^{\ast\ast}(A, B) = \mathcal{R}_\tau (A) + p \| A - B \|^2 + q \| B - F \|^2,$$

(17)
Proof. We write simply $\mathcal{K}$ when $F, \tau, q$ are clear from the context. Recall that we treat the space $\mathcal{M}_{M,N}$ of complex matrices as a real vector space. Consider the Fenchel conjugate of $\mathcal{K}$

$$\mathcal{K}^*(X,Y) = \max_{A,B} \langle A,X \rangle + \langle B,Y \rangle - \mathcal{K}(A,B) = \max_A \langle A,X \rangle - \tau^2 \text{rank} A + \max_B \left( \langle B,Y \rangle - p \| (A - B) \|^2 - q \| (B - F) \|^2 \right).$$

The right maximum is attained for

$$B = \frac{p}{p+q} A + \frac{q}{p+q} F + \frac{1}{2(p+q)} Y.$$

After substituting $B$ in the Fenchel conjugate and some algebraic simplifications, we obtain

$$\mathcal{K}^*(X,Y) = \left( \max_A \langle A,X \rangle - \tau^2 \text{rank} A - \frac{pq}{p+q} \left\| A - \left( \frac{Y}{2q} + F \right) \right\|^2 + q \left\| \frac{Y}{2q} + F \right\|^2 - q \| F \|^2 \right).$$

From (14) we see that the expression inside the first parenthesis can be written as

$$\mathcal{T}_\tau \left( \frac{X}{2} + \frac{Y}{2q} + F \right) - \left\| \frac{Y}{2q} + F \right\|^2,$$

from which (16) follows.

Next we study the bi-conjugate

$$\mathcal{K}^{**}(A,B) = \max_{X,Y} \langle A,X \rangle + \langle B,Y \rangle - \mathcal{K}^*(X,Y).$$

To simplify the computations we change coordinates

$$\begin{cases} C = \frac{X}{2} + \frac{Y}{2q} + F \\ D = \frac{Y}{2q} + F \end{cases}$$

for which

$$\begin{cases} X = 2(C - D) \\ Y = 2q(D - F). \end{cases}$$
The bi-conjugate can then be written as
\[ K^{**}(A, B) = \]
\[ \max_{C,D} 2 \langle A, C - D \rangle + 2q \langle B, D - F \rangle - K^* (2(C - D), 2q(D - F)) = \]
\[ \max_{C,D} 2 \langle A, C - D \rangle + 2q \langle B, D - F \rangle - \mathcal{T}_r (C) - (q - 1) \|D\|^2 + q \|F\|^2 = \]
\[ \max_C \langle A, 2C \rangle - \mathcal{T}_r (C) \]
\[ + \max_D \left( 2 \langle D, qB - A \rangle - (q - 1) \|D\|^2 \right) + q \|F\|^2 + 2q \langle B, F \rangle. \]

The maximization over \( D \) is straightforward and it will give a contribution \( \frac{\|qB - A\|^2}{q - 1} \) for \( D = \frac{qB - A}{q - 1} \). Hence \( C = X + \frac{qB - A}{q - 1} \) by (19), and
\[ K^{**}(A, B) = \]
\[ \max_X \left( \langle A, X \rangle + \frac{2}{q - 1} \langle A, qB - A \rangle - \mathcal{T}_r \left( \frac{X}{2} + \frac{qB - A}{q - 1} \right) \right) + \frac{\|qB - A\|^2}{q - 1} + q \|F\|^2 - 2q \langle B, F \rangle = \]
\[ \max_X \left( \langle A, X \rangle - \mathcal{J}^{\frac{qB - A}{q - 1}}_r (X) \right) + \frac{q - 2}{(q - 1)^2} \|qB - A\|^2 + \frac{2}{q - 1} \langle A, qB - A \rangle + q \|F\|^2 - 2q \langle B, F \rangle. \]

We recognize the maximization part as a Fenchel conjugate, and hence
\[ K^{**}(A, B) = \]
\[ \mathcal{J}_r^{\frac{qB - A}{q - 1}} (A) + \frac{q - 2}{(q - 1)^2} \|qB - A\|^2 + \frac{2}{q - 1} \langle A, qB - A \rangle + q \|F\|^2 - 2q \langle B, F \rangle = \]
\[ \mathcal{R}_r (A) + \frac{q - 2}{(q - 1)^2} \|qB - A\|^2 + \frac{2}{q - 1} \langle A, qB - A \rangle + q \|F\|^2 - 2q \langle B, F \rangle \]
\[ = \mathcal{R}_r (A) + \frac{q}{q - 1} \|A - B\|^2 + q \|B - F\|^2. \]

### 4. The dual optimization problem

Let \( \mathcal{H} \subset \mathbb{M}_{M,N} \) be any fixed linear subspace. We consider the problem
\[ \arg \min_{A,B} K^{**}(A, B) = \mathcal{R}_r (A) + p \|A - B\|^2 + q \|B - F\|^2 \]
\[ \text{subj. to } A = B, B \in \mathcal{H}, \]

where \( F \in \mathcal{H} \). The reason for replacing \( K \) with \( K^{**} \) is to obtain a convex problem. We remark that \( K \) and \( K^{**} \) may not have the same minimum on
the subspace. Let $\mathcal{M}$ be the linear subspace of $\mathbb{M}_{M,N} \times \mathbb{M}_{M,N}$ defined by the equations $A = B$ and $B \in \mathcal{H}$. It is easy to see that $\mathcal{M}^\perp$ is defined by

$$(X, Y) \in \mathcal{M}^\perp \iff X + Y \in \mathcal{H}^\perp.$$ 

Indeed, $\iff$ is obvious and the other part can be established by noting that $\dim \mathcal{M} = \dim \mathcal{H}$ whereas the subspace defined by $X + Y \in \mathcal{H}^\perp$ has dimension $\dim \mathcal{H}^\perp + \dim \mathbb{M}_{M,N}$, (which thus equals $\dim \mathbb{M}_{M,N} \times \mathbb{M}_{M,N} - \dim \mathcal{M}$). Motivated by the results in Section 2.1, we now focus on the “dual problem” to (20), i.e.

$$\arg \min \mathcal{X}^*(X,Y)$$
subj. to $X + Y \in \mathcal{H}^\perp$  \hfill (21)

Set

$$s_{\tau,q}(\sigma) = \max \left( \min \left( \sigma, \tau \right), \frac{\sigma}{q} \right).$$ \hfill (22)

When there is no risk for confusion we will omit the subindices. Recall the singular value functional calculus introduced in Section 2.2. The following example of a proximity function will prove useful in what follows.

**Lemma 4.1.**

$$\mathcal{S}_s(A) = \arg \min_W \mathcal{T}_s(W) + \frac{1}{q-1} \|W-A\|^2.$$ 

**Proof.** Since $\mathcal{T}_s(W)$ depends only on the singular values of $W$, von-Neumann’s inequality [37] shows that the solution to the above problem will have the
same singular vectors as \( A \), (see the proof of Theorem 3.1 in [11] for more details). Henceforth it will be of the form \( \mathcal{E}_s(A) \) where \( s \) is defined by

\[
s(\sigma_j(A)) = \min_{\omega} \left( \max(\omega^2 - \tau^2, 0) + \frac{1}{q-1} (\omega - \sigma_j(A))^2 \right),
\]

and by equating the subgradient of the above expression with respect to \( \omega \) with zero, it is easily verified that this is solved by the function (22).

Let \( \mathcal{P}_H \) denote the operator of orthogonal projection onto \( H \). We now introduce the (non-linear) operator \( \mathcal{B}_{F,\tau,q} : \mathbb{M}_{M,N} \to \mathbb{M}_{M,N} \) which will play a key role in our solution of the original problem (3).

**Definition 4.2.** Set

\[
\mathcal{B}_{F,\tau,q}(W) = \mathcal{E}_{s_{\tau,q}}(qF + \mathcal{P}_H \perp (W)),
\]

which we abbreviate \( \mathcal{B} \) when \( F,\tau,q \) are clear from the context.

**Theorem 4.3.** There exists a fixed point \( W^\diamond \) of \( \mathcal{B} \) such that the problem

\[
\begin{align*}
\text{minimize} & \quad \mathcal{K}^*(X,Y) \\
\text{subject to} & \quad X + Y \in H^\perp.
\end{align*}
\]

is solved by

\[
\begin{align*}
X^\diamond &= 2p(\mathcal{P}_H(W^\diamond) - F) + 2\mathcal{P}_H \perp (W^\diamond) \\
Y^\diamond &= -2p(\mathcal{P}_H(W^\diamond) - F).
\end{align*}
\]

**Proof.** Since \( X + Y \in H^\perp \) we can write

\[
X = 2qH + H^\perp_1, \quad Y = -2qH + H^\perp_2.
\]

with \( H \in H \) and \( H^\perp_1, H^\perp_2 \in H^\perp \). By (16) the problem (25) becomes

\[
\begin{align*}
\arg \min_{H,H^\perp_1,H^\perp_2} & \quad \mathcal{K}^* \left( 2qH + H^\perp_1, -2qH + H^\perp_2 \right) = \\
\arg \min_{H,H^\perp_1,H^\perp_2} & \quad \mathcal{D}_\tau \left( \frac{2qH + H^\perp_1}{2} + \frac{-2qH + H^\perp_2}{2q} + F \right) + (q-1) \left\| \frac{-2qH + H^\perp_2}{2q} + F \right\|^2.
\end{align*}
\]

Note that

\[
\frac{2qH + H^\perp_1}{2} + \frac{-2qH + H^\perp_2}{2q} = (q-1)H + \frac{H^\perp_1}{2} + \frac{H^\perp_2}{2} = (q-1)H + H^\perp,
\]
where \( H^\perp = \frac{H^\perp_1}{2} + \frac{H^\perp_2}{2q} \). The problem can thus be rewritten

\[
\arg\min_{H, H^\perp_1, H^\perp_2} \mathcal{T}_\tau \left( F + (q - 1)H + H^\perp \right) + (q - 1) \left\| F - H + \frac{H^\perp_2}{2q} \right\|^2,
\]

Since \( F, H \in \mathcal{H} \) and \( H^\perp_2 \in \mathcal{H}^\perp \), it follows that

\[
\left\| F - H + \frac{H^\perp_2}{2q} \right\|^2 = \left\| F - H \right\|^2 + \left\| \frac{H^\perp_2}{2q} \right\|^2,
\]

and hence we conclude that the optimal \( H^\perp_2 \) is the zero matrix. Thus

\[
H^\perp = \frac{H^\perp_1}{2},
\]

and the objective functional can be replaced by

\[
\arg\min_{H, H^\perp} \mathcal{T}_\tau \left( F + (q - 1)H + H^\perp \right) + (q - 1) \left\| H - F \right\|^2.
\]

Using the substitution \( W = F + (q - 1)H + H^\perp \) it then becomes

\[
\mathcal{T}_\tau (W) + (q - 1) \left\| \frac{W}{q - 1} - \left( \frac{qF + H^\perp}{q - 1} \right) \right\|^2 = \\
\mathcal{T}_\tau (W) + \frac{1}{q - 1} \left\| W - (qF + P_{\mathcal{H}^\perp}(W)) \right\|^2.
\]

The minimization problem will thus be solved by

\[
W = \arg\min_{W} \mathcal{S}(W, P_{\mathcal{H}^\perp} W),
\]

where \( \mathcal{S} : M_{M,N} \times \mathcal{H}^\perp \rightarrow \mathbb{R} \) is the functional defined by

\[
\mathcal{S}(W, V) = \mathcal{T}_\tau (W) + \frac{1}{q - 1} \left\| W - (qF + V) \right\|^2.
\]

Note that \( \mathcal{S} \) is convex since it is obtained from the convex function \( \mathcal{K}^* \) by affine changes of coordinates. It is also easy to see that

\[
\lim_{R \rightarrow \infty} \sup_{\| W \| + \| V \| > R} \mathcal{S}(W, V) = \infty,
\]
so it has at least one global minimum. Let \((W^o, V^o)\) be one such. Since 
\[ \mathcal{J}(W^o, V^o) = \min_V \mathcal{J}(W^o, V), \]
it is easy to see that \(V^o = P_{H^\perp} W^o\). But then
\[ W^o = \arg \min_W \mathcal{J}(W, V^o) = \arg \min_W \mathcal{J}(W, P_{H^\perp} W^o), \]
which by Lemma 4.1 read
\[ W^o = \mathcal{S}_s(qF + P_{H^\perp}(W^o)) = \mathcal{B}(W^o). \]

It is also evident that \(W^o\) is a solution to (27). The formulas in (26) now follows by tracing the changes of variables backwards. \(\square\)

5. A fixed point algorithm

5.1. Discussion of the objective functional

To recapitulate our main objective, we wish to minimize
\[ \sigma^2_0 \rank(A) + \|A - F\|^2, \quad A \in \mathcal{H}, \tag{28} \]
which we replace by its convex envelope
\[ \mathcal{R}_{\sigma_0}(A) + \|A - F\|^2, \quad A \in \mathcal{H}, \tag{29} \]
to achieve convexity. We will in this section show how to minimize
\[ \arg \min_{A \in \mathcal{H}} \mathcal{R}_\tau(A) + q\|A - F\|^2, \tag{30} \]
for any \(1 < q < \infty\) and \(\tau > 0\). Note that the corresponding modification to the original objective functional (28), i.e.
\[ \arg \min_{A \in \mathcal{H}} \tau^2 \rank(A) + q\|A - F\|^2, \tag{31} \]
does not change the problem, since we may equivalently solve (28) with \(\sigma_0 = \tau/\sqrt{q}\) (to see this, multiply (31) with \(1/q\)). However, this is not the case with (30), for it is easy to show that
\[ \frac{1}{q} \mathcal{R}_\tau(A) = \mathcal{R}_{\tau/\sqrt{q}}(A/\sqrt{q}). \]
Thus (30) is equivalent with
\[ \arg \min_{A \in \mathcal{H}} \mathcal{R}_{\sigma_0}(A/\sqrt{q}) + \|A - F\|^2, \tag{32} \]
where \( \sigma_0 = \tau / \sqrt{q} \), compare with (28) and (29). Note as well that

\[
\mathcal{R}_\tau(A) + q\|A - F\|^2 = \mathcal{R}_\tau(A) + \|A - F\|^2 + (q - 1) \|A - F\|^2,
\]

by which we conclude that the objective functional in (30) is strongly convex with a unique minimizer \( A^\circ \). Moreover, the above expression is clearly less than or equal to

\[
\tau^2 \text{rank}(A) + \|A - F\|^2 + (q - 1) \|A - F\|^2 = \tau^2 \text{rank}(A) + q\|A - F\|^2,
\]

so if it happens that

\[
\mathcal{R}_\tau(A^\circ) + q\|A^\circ - F\|^2 = \tau^2 \text{rank}(A^\circ) + q\|A^\circ - F\|^2,
\]

then \( A^\circ \) is a solution to the original problem (31). This is clear since the expression on the left hand side has to be smaller than the expression on the right hand side, and if the left hand side has a minimum at \( A^\circ \), then the right hand side cannot be smaller, and hence if the above equality hold then \( A^\circ \) minimizes (31).

By the definition of \( \mathcal{R}_\tau \) it follows that (33) is satisfied if and only if \( A^\circ \) has no singular values in the interval \((0, \tau)\).

5.2. The basic fixed-point algorithm

We now solve (30), using fixed points of the operator \( \mathfrak{B}_{F,\tau,q} \) from the previous section. It is easy to see that these may not be unique. Despite that, we have the following.

**Theorem 5.1.** The Picard iteration \( W^{n+1} = \mathfrak{B}_{F,\tau,q}(W^n) \) converges to a fixed point \( W^\circ \). Moreover, \( \mathcal{P}_\mathcal{H}(W^\circ) \) is unique and

\[
A^\circ = \frac{1}{q - 1} (qF - \mathcal{P}_\mathcal{H}(W^\circ)),
\]

is the unique solution to (30).

Before presenting the proof, let us give a few more comments on the equivalent problem formulation (32). Note that

\[
\lim_{q \to 0^+} \mathcal{R}_\tau(A/\sqrt{q}) = \tau^2 \text{rank}(A),
\]

but that our method requires \( q > 1 \) (in fact, the objective functional is no longer convex beyond \( q = 1 \)). However, choosing \( q \approx 1 \) will yield slow convergence of the Picard iteration since then \( s_{\tau,q}(\sigma) \approx \sigma \). On the other hand, the effect of choosing a large \( q \) (for a fixed \( \tau \)) is that the term \( \mathcal{R}_\tau(A/\sqrt{q}) \) deviates further from \( \tau^2 \text{rank}(A) \). We have found that \( q = 2 \) works well in practice.
function A=fixedpoint(F,tau_0, N_iter)
W=0*F;
for n=1:N_iter,
[u,s,v]=svd(2*F+PHp(W),'econ');
W=u*(min(max(s,tau_0),s/2))*v';
end;
A=2*F-PH(W);

Hank=@(a)hankel(a(1:(end+1)/2),a((end+1)/2:end));
function a=iHank(A),
N=size(A,1)-1;for j=-N:N,a(N+1+j,1)=mean(diag(flipud(A),j));end
PH=@(A)Hank(iHank(A));PHp=@(A)A-PH(A);

Table 1: MATLAB implementation of the fixed point algorithm of Theorem 5.1 for $q=2$, along with subroutines for Hankel operations.

Proof. We first prove that the Picard iteration converges. Note that the sequence $V^n = \mathcal{P}_{H^\perp} W^n$, $n \in \mathbb{N}$, is generated by the Picard iteration of the operator $\mathcal{P}_{H^\perp} \emptyset$ and the starting-point $V^0 = \mathcal{P}_{H^\perp} W^0$. Moreover $W^{n+1} = \emptyset(V^n)$. Since $\emptyset$ is continuous (in fact, it is non-expansive by (12)) it suffices to show that $(V^n)_{n=0}^{\infty}$ is convergent.

It is well known [16, 29] that for firmly non-expansive operators (in finite dimensional space) the Picard iteration converges to a fixed point as long as the set of fixed points of the operator is non-empty. By Theorem 4.3 there exists a fixed point $W^\circ$ of $\emptyset$, and it clearly follows that $V^\circ = \mathcal{P}_{H^\perp} W^\circ$ is a fixed point of $\mathcal{P}_{H^\perp} \emptyset$. It remains to show that $\mathcal{P}_{H^\perp} \emptyset$ is firmly non-expansive, as an operator on $H^\perp$. An equivalent to the condition of being firmly non-expansive is that $2\mathcal{P}_{H^\perp} \emptyset - I$ is non-expansive [14], i.e.,

$$
\|(2\mathcal{P}_{H^\perp} \emptyset(V) - V) - (2\mathcal{P}_{H^\perp} \emptyset(W) - W)\| \leq \|V - W\|, \quad \forall V, W \in H^\perp,
$$

which we will verify shortly. To this end, note that on $H^\perp$ we have

$$
2\mathcal{P}_{H^\perp} \emptyset(V) = 2\mathcal{P}_{H^\perp}s(qF + V),
$$

and set

$$
s^\dagger(\sigma) = 2s(\sigma) - \sigma = \max \left( \min (2\sigma, 2\tau), \frac{2}{q}\sigma \right) - \sigma
= \max \left( \min (\sigma, 2\tau - \sigma), \left(\frac{2}{q} - 1\right)\sigma \right).
$$
This function $s^\dagger$ is clearly Lipschitz continuous with Lipschitz constant equal to one. Setting $\tilde{V} = (qF + V)$ and $\tilde{W} = (qF + W)$, (12) and (35) implies that
\[
\| (2\mathcal{P}_{H^\perp}\mathcal{B}(V) - V) - (2\mathcal{P}_{H^\perp}\mathcal{B}(W) - W) \|^2 = \\
\|\mathcal{P}_{H^\perp} \left( (2s(\tilde{V}) - V) - (2s(\tilde{W}) - W) \right) \|^2 = \\
\|\mathcal{P}_{H^\perp} \left( (2s(\tilde{V}) - \tilde{V}) - (2s(\tilde{W}) - \tilde{W}) \right) \|^2 = \|\mathcal{P}_{H^\perp} (s^\dagger(\tilde{V}) - s^\dagger(\tilde{W})) \|^2 \leq \|s^\dagger(\tilde{V}) - s^\dagger(\tilde{W})\|^2 \leq \|\tilde{V} - \tilde{W}\|^2 = \|V - W\|,
\]
which establishes (34), and hence the original Picard iteration converges to a fixed point $W^\circ$ of $\mathcal{B}$. For the uniqueness of $\mathcal{P}_H(W^\circ)$, suppose that $\tilde{W}^\circ$ is another fixed point of $\mathcal{B}$ and write $W^\circ = H + T$, $\tilde{W}^\circ = \tilde{H} + \tilde{T}$, where $H, \tilde{H} \in H$ and $T, \tilde{T} \in H^\perp$. Then
\[
\|H - \tilde{H}\|^2 + \|T - \tilde{T}\|^2 = \|W^\circ - \tilde{W}^\circ\|^2 = \|\mathcal{B}(W^\circ) - \mathcal{B}(\tilde{W}^\circ)\|^2 = \\
\|s(qF + T) - s(qF + \tilde{T})\|^2 \leq \|(qF + T) - (qF + \tilde{T})\|^2 = \|T - \tilde{T}\|^2,
\]
where the last inequality is due to (12) and the fact that $s_\tau$ has Lipschitz constant equal to one. But then
\[
\|H - \tilde{H}\|^2 \leq \|T - \tilde{T}\|^2 - \|T - \tilde{T}\|^2 = 0,
\]
implying that $H = \tilde{H}$. Finally, if $(A^\circ, B^\circ)$ denotes the solution to (20), then it is clear that $A^\circ$ solves (30). By the theory in Section 2.1 and Theorem 4.3, it follows that $(A^\circ, B^\circ)$ also is a solution to
\[
\arg\min_{A,B} \mathcal{R}_\tau (A) + \|A - B\|^2 + q \|B - F\|^2 = \frac{1}{q} (A^\circ - \mathcal{P}_H(W^\circ)).
\]
But inserting the constraint $A^\circ = B^\circ$ (from (20)) in the above equation yields
\[
(q - 1)A^\circ = qF - \mathcal{P}_H(W^\circ),
\]
as desired. The uniqueness of $A^\circ$ was argued before the proof, so it is complete. \qed
Figure 2: Illustration of Theorem 5.2. The blue dots show $\sigma_j(A)$, the black circles $\sigma_j(W)$, and the black line the level of $\tau$. For $j$ such that $\sigma_j(W) > \tau$, it holds that $\sigma_j(W) = \sigma_j(A)$. In this case $\sigma_j(A) \approx 0$ for the larger values of $j$, implying that the obtained result is in fact a solution to the non-convex problem (31) as well as a solution to the convex problem (32).

The matrix $W^\circ$ has several peculiar properties, as shown by the next theorem, (compare with (30) and note the absence of the condition $A \in \mathcal{H}$ below).

**Theorem 5.2.** Let $W^\circ$ and $A^\circ$ be as in Theorem 5.1. Then $A^\circ$ solves

$$\arg \min_A \mathcal{R}_\tau(A) + \|A - W^\circ\|^2.$$  

Moreover, if $W^\circ = U \text{diag}(\sigma_j(W^\circ)) V^*$, then $A^\circ = U \text{diag}(\sigma_j(A^\circ)) V^*$, where

$$\left\{ \begin{array}{ll} \sigma_j(A^\circ) = \sigma_j(W^\circ), & \text{if } \sigma_j(W^\circ) > \tau \\ 0 \leq \sigma_j(A^\circ) \leq \sigma_j(W^\circ), & \text{if } \sigma_j(W^\circ) = \tau \\ \sigma_j(A^\circ) = 0, & \text{if } \sigma_j(W^\circ) < \tau \end{array} \right. \quad (39)$$

In particular, if $\sigma_j(W^\circ)$ has no singular values equal to $\tau$, then $A^\circ$ is the solution to the non-convex problem (31).
Proof. By (37), $A^o$ minimizes (36) restricted to the subspace $B = F + \frac{1}{q}(A - \mathcal{P}_H(W^o))$. By inserting this expression for $B$ in (37) and by a completion of squares, we get

$$A^o = \arg \min_A \mathcal{R}_\tau(A) + \|A - W^o\|^2.$$

Since $\mathcal{R}_\tau$ only depend on the singular values of $A$, it follows by von-Neumann's inequality [37] that it is sufficient to consider the minimization of

$$\sigma_j(A) = \arg \min_s - \left( \max(\tau - s, 0) \right)^2 + (s - \sigma_j(W))^2. \quad (40)$$

The derivative of the function to be minimized is $2(\tau - \sigma_j(W))$ for $s \leq \tau$ and $2(s - \sigma_j(W))$ for $s \geq \tau$, by which (39) easily follows. The final statement is immediate by the discussion in Section 5.1.

5.3. The general fixed-point algorithm

In this Section we introduce a more general algorithm which allows increased flexibility. Examples of applications will be given in the coming sections. Let $\mathcal{V}$ be an Euclidean space and let $\mathfrak{M} : \mathcal{H} \rightarrow \mathcal{V}$ be a linear operator. Given $h \in \mathcal{V}$ define

$$(W', A') = \mathcal{B}^{\mathfrak{M}}_{h,\tau,q}(W, A),$$

by

$$W' = \mathcal{S}_{s_r,q}(q(\mathfrak{M}^*(h - \mathfrak{M}A) + A) + \mathcal{P}_H(W)), \quad A' = \frac{1}{q - 1} \left( q(\mathfrak{M}^*(h - \mathfrak{M}A) + A) - \mathcal{P}_H(W') \right).$$

When there is no risk of confusion we will omit the subindices $h, \tau, q$ from the notation, and we will let $I$ denote the identity operator on $\mathcal{H}$.

**Theorem 5.3.** Let $\mathfrak{M}$ be such that $\mathfrak{M}^*\mathfrak{M} \leq I$. Then there exists $W^o$ such that $(W^o, A^o)$ is a fixed point of $\mathcal{B}^{\mathfrak{M}}_{h,\tau,q}$ if and only if $A^o$ is a stationary point of the objective functional

$$\mathcal{R}_\tau(A) + q \|\mathfrak{M}A - h\|^2_\mathcal{V} \quad (41)$$

(as a functional on $\mathcal{H}$). The objective functional is convex if $q\mathfrak{M}^*\mathfrak{M} \geq I$, and strictly convex if $q\mathfrak{M}^*\mathfrak{M} > I$. 
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Proof. The statements about convexity follows from the identity

\[ R_\tau(A) + q \| MA - h \|_V^2 = \]

\[ R_\tau(A) + A^2_{MM,N} + (qM^*M - I)A, A_{MM,N} + 2qRe(MA, h)_V + \| h \|_V^2, \]

and the fact that \( R_\tau(A) \) is defined so that \( R_\tau(A) + \| A \|^2 \) becomes convex (but not strictly convex). A stationary point \( A^o \) of (41) is clearly stationary also for

\[ R_\tau(A) + q \| MA - h \|_V^2 + q\| \sqrt{I - M^*M} (A - A^o) \|^2, \quad A \in \mathcal{H}. \] (42)

The objective function can be rewritten

\[ R_\tau(A) + q \| A - M^*h - (I - M^*M)(A^o) \|^2 + r(A^o, h), \quad A \in \mathcal{H}. \] (43)

where \( r \) is a remainder. Note that this is convex in \( A \). Theorem 5.1 implies that there exists a fixed point \( W^o \) to \( B_{MM^*} (h - M^*A^o) + A^o \) such that

\[ \frac{1}{q-1} (q(M^*h - M^0A^o) + A^o) - \mathcal{P}_H(W^o) \]

is a minimizer of (43). Moreover the theorem says that this minimizer is unique, so there can be no other stationary points to the functional. Hence

\[ A^o = \frac{1}{q-1} (q(M^*h - M^0A^o) + A^o) - \mathcal{P}_H(W^o), \]

and thus \( (W^o, A^o) \) is a fixed point of \( B_{MM^*}^{\text{NR}} \). Conversely, let \( (W^o, A^o) \) be a fixed point of \( B_{MM^*}^{\text{NR}} \). Then, by following the earlier argument backwards, we see that \( A^o \) solves (42). Since the differential of the last term is zero at \( A = A^o \), the subdifferential of the former two is zero as well, so \( A^o \) is a stationary point of (41).

\[ \Box \]

6. Complex frequency estimation

If we let \( \mathcal{H} \subset \mathbb{M}_{M,N} \) be the subspace of Hankel matrices, then the algorithm in Section 5.2 immediately yields a method for frequency estimation, (see e.g. [30], [10] or [5] for the connection between this problem and frequency estimation). We now show how the more general version in Section 5.3 can be used to deal with weights or unequally spaced points. The former case is simpler so we present that separately. We also only consider the case
of square matrices, although it is perfectly possible to have them non-square.
In our experience, the square case works better though.

Let $\Lambda : \mathbb{C}^{2N-1} \to \mathbb{M}_{N,N}$ be defined by

$$(\Lambda a)_{j,k} = a_{j+k}, \quad \text{(44)}$$

i.e. the operator that takes a sequence (with 0-based indexing) and forms the corresponding Hankel matrix. The adjoint is then given by

$$(\Lambda^* A)_l = \sum_{j+k=l \atop 1 \leq j,k \leq N} A_{j,k}.$$  

Set

$$\beta_l = \sum_{j+k=l \atop 1 \leq j,k \leq N} 1, \quad \text{(45)}$$

and note that $\Lambda^* \Lambda = \text{diag}(\beta)$. Let $1/\beta$ be the sequence whose $j$th element is $1/\beta_j$, and note that $\text{diag}(1/\beta)\Lambda^*$ is the operator that projects on $\mathcal{H}$ and then forms the corresponding sequence $a$, i.e. it acts as a (left)-inverse of the operation (44). In the remainder, we will usually write simply $\frac{1}{\beta} \Lambda^*$ in place of $\text{diag}(1/\beta)\Lambda^*$, when there is no risk of confusion.

**Corollary 6.1.** Let $\mu_1, \ldots, \mu_{2N-1}$ be positive weights and assume that $q \geq \max \left( \frac{\mu}{q} \right)$ (interpreted pointwise). Set

$$F = \Lambda \left( \frac{f\mu}{q^2} \right),$$

and set

$$U(F,A) = F + A - \Lambda \left( \frac{\mu}{q^2} \Lambda^*(A) \right).$$

Let $(W', A') = \mathcal{B}_{\text{weight}}(W, A)$ be defined by

$$W' = \mathcal{S}_{s_r,q} \left( q U(F,A) + \mathcal{P}_\mathcal{H}(W) \right),$$

$$A' = \frac{1}{q-1} \left( q U(F,A) - \mathcal{P}_\mathcal{H}(W') \right).$$

Then, there exists $W^o$ such that $(W^o, A^o)$ is a fixed point of $\mathcal{B}_{\text{weight}}$ if and only if $A^o = \Lambda(a^o)$ is a stationary point of the objective functional

$$\mathcal{R}_\tau(\Lambda a) + \sum_t \mu_t |a_t - f_t|^2. \quad \text{(46)}$$
The objective functional is convex if \( \min \left( \frac{\mu}{\beta} \right) \geq 1 \), and strictly convex if \( \min \left( \frac{\mu}{\beta} \right) > 1 \).

Proof. We apply Theorem 5.3 with \( M = \sqrt{\mu} \Lambda^* \) and \( h = \sqrt{\mu} f \). Since \( M \Lambda a = \sqrt{\mu} \beta a = \sqrt{\mu} f \), it is easy to see that the objective functional (41) transforms into (46) when applied to the variable \( A = \Lambda(a) \). Let \( e_l \in \mathbb{C}^{2N-1} \) be the vector with value \( \beta^{-1/2} \) on the \( l \)-th position and zeroes elsewhere, and define \( E_l = \Lambda(e_l) \). Note that \((E_l)^{2N-1}_{l=1}\) is an orthonormal basis in \( \mathcal{H} \), and that \( \mathcal{M}^* \mathcal{M} \) with respect to this basis turns into a diagonal matrix whose diagonal elements are \( \frac{\mu}{q\beta^2} \). By this it easily follows that the conditions on \( \mathcal{M} \) in Theorem 5.3 transforms into those stated above. It also follows that

\[
\mathcal{M}^* \mathcal{M} A = \Lambda \left( \frac{\mu}{q\beta^2} \Lambda^*(A) \right),
\]

and that

\[
\mathcal{M}^* h = \Lambda \frac{\sqrt{\mu}}{\sqrt{q} \beta} \frac{\sqrt{\mu}}{\sqrt{q}} f.
\]

Consequently, it holds that

\[
\mathcal{M}^* (h - \mathcal{M} A) + A = U(A).
\]

and therefore \( \mathcal{B} = \mathcal{B}^{\mathcal{M}}_{h, \tau, q} \). \( \Box \)

An example where Corollary 6.1 can be useful is if we want to make approximations in \( \ell^2 \) of the data that generates the Hankel matrix rather than in the Frobenius norm. Another example is to simply use the weights to account for different noise levels in the samples, or to reduce the influence for instance at the boundaries.

Given a set of sample points \( X = \{x_j\}_{j=1}^J \), let \( \mathcal{V} \) be the space of functions on the set \( X \). We think of these as sequences on \( X \), and make identification with \( \mathbb{C}^J \). Similarly, let \( Y \) be an equally spaced grid near \( X \), and let functions on \( Y \) be identified with \( \mathbb{C}^{2N-1} \). Let \( I_X \) be an operator that interpolates between functions on \( Y \) and functions on \( X \). The action of its adjoint \( I_X^* \) is sometimes referred to as anterpolation.

Corollary 6.2. Let \( \mu_1, \ldots, \mu_J \) be positive weights and choose \( q \) such that

\[
\Lambda \beta^{-1} I_X^* \mu I_X \beta^{-1} \Lambda^* \leq q I.
\]
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Let 
\[ F = \Lambda \left( \frac{1}{\beta} I_X \left( \frac{\mu f}{q} \right) \right), \]
and let 
\[ \mathcal{U}(F, A) = F + A - \Lambda \left( \frac{1}{q\beta} I_X \left( \mu I_X \left( \frac{1}{\beta} \Lambda^* (A) \right) \right) \right). \]

Let \((W', A') = \mathfrak{B}_{\text{us}}(W, A)\) be defined by
\[
W' = \mathfrak{S}_{s, q} \left( q \mathcal{U}(A) + \mathcal{P}_{H^\perp}(W) \right),
\]
\[
A' = \frac{1}{q - 1} \left( q \mathcal{U}(F, A) - \mathcal{P}_{H}(W') \right).
\]

Then, there exists \(W^o\) such that \((W^o, A^o)\) is a fixed point of \(\mathfrak{B}_{\text{us}}\) if and only if \(A^o = \Lambda(a^o)\) is a stationary point of the objective functional
\[
\mathcal{R}_\tau(\Lambda a) + \sum_j \mu_j |(I_X a - f)_j|^2.
\]

The objective functional is convex if \(\Lambda \beta^{-1} I_X^* \mu I_X \beta^{-1} \Lambda^* \geq I\), and strictly convex if the inequality is strict.

**Proof.** The proof is made analogously to the proof of Corollary 6.1 by choosing
\[ h = \frac{\sqrt{\mu}}{\sqrt{q}} f \] and \[ M = \frac{\sqrt{\mu}}{\sqrt{q}} I_X \beta^{-1} \Lambda^*. \]

\[ \square \]

**7. Multidimensional frequency estimation on general domains**

We now generalize the above framework to several variables. The most straightforward way to do this would be to introduce block-Hankel matrices. However, we aim at having a framework that is more flexible, and for that reason we will work with general domain Hankel matrices. To explain the main idea, note that a Hankel matrix \(A\) can be realized as the operator \(\Gamma_a : \mathbb{C}^N \to \mathbb{C}^M\) given by
\[
(\Gamma_a b)_m = \sum_{n=0}^{N-1} a_{m+n} b_n, \quad b \in \mathbb{C}^N.
\]

The bold notation is chosen for consistency with the notation used in [5]. This formulation is suitable to generalize to the several variable setting. Let \(\Upsilon\) and \(\Xi\) be open bounded and connected domains in \(\mathbb{R}^d\). Given sampling lengths \(l = (l_1, \ldots, l_d)\), consider the following (non-rectangular) grids
\[
\Upsilon = \{ ln = (l_1 n_1, \ldots, l_d n_d) \in \Upsilon : \ n \in \mathbb{Z}^d \},
\]
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Figure 3: The construction of generalized multidimensional Hankel matrices. Assume that we have data sampled on a set $\gamma$, in this case a curve. The set $\Upsilon$ is the set of nearest neighbor points on an equally spaced grid. The set $\Xi$ is a small rectangular domain and $\Omega$ is obtained as $\Upsilon + \Xi$.

and analogously

$$\Xi = \{ln \in \Xi : n \in \mathbb{Z}^d\},$$

i.e., $\Upsilon$ and $\Xi$ are grids covering the respective domains, and the grid lengths are implicit in the notation. We define $\ell^2(\Upsilon)$ to be the Hilbert space of all functions $b : \Upsilon \to \mathbb{C}$ with the norm

$$\|b\|^2 = \sum_{y \in \Upsilon} |b(y)|^2.$$  

Moreover set

$$\Omega = \Upsilon + \Xi.$$ 

Given $a \in \ell^2(\Omega)$, we define, in analogy with (49), the general domain Hankel operator as the summing operator $\Gamma_a : \ell^2(\Upsilon) \to \ell^2(\Xi)$ given by

$$\Gamma_a b(x) = \sum_{y \in \Upsilon} a(x + y)b(y), \quad x \in \Xi.$$  

(50)

We may of course represent $b$ as a vector, by ordering the entries in some (non-unique) way. More precisely, let $|\Upsilon|$ denote the amount of elements in $\Upsilon$, and pick any bijection

$$o_y : \{1, \ldots, |\Upsilon|\} \to \Upsilon.$$  

(51)

The bijection $o_y$ could for example be the lexicographical ordering of the elements in $\Upsilon$. We can then identify $b$ with the vector $\tilde{b}$ given by

$$(\tilde{b}_j)_{j=1}^{|\Upsilon|} = b_{o_y(j)}.$$  
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Letting \( o_x \) be an analogous bijection for \( \Xi \), it is clear that \( \Gamma_f \) can be represented as a matrix, where the \((m,n)\)'th element is \( f(o_x(m) + o_y(n)) \). If both \( \Xi \) and \( \Upsilon \) are squares in \( \mathbb{R}^2 \), these matrices are just standard block-Hankel matrices. A larger discussion of their structure is found in [5], see in particular Section 4.

Let \( \Lambda : \ell^2(\Omega) \to M|\Xi|,|\Upsilon| \) be the map that sends a function \( a \) to its corresponding generalized domain Hankel matrix;

\[
\Lambda(a) = (a(o_x(m) + o_y(n)))_{m,n},
\]

and let \( \mathcal{H} \) be the range of this operator. Theorem 5.1 then applies and provides a minimizer to (30). Note that

\[
\begin{align*}
\arg\min_{A \in \mathcal{H}} \mathcal{R}_r(A) + q\|A - F\|^2 &= \arg\min_{a \in \ell^2(\Omega)} \mathcal{R}_r(\Lambda(a)) + q\|\Lambda(a) - \Lambda(f)\|^2 \\
&= \arg\min_{a \in \ell^2(\Omega)} \mathcal{R}_r(\Lambda(a)) + q \sum_{w \in \Omega} \beta(w) |a(w) - f(w)|^2,
\end{align*}
\]

(52)

where the weight-function \( \beta \) evaluated at a point \( w \) simply is the amount of times that the value \( a(w) \) appears in the matrix \( A = \Lambda(a) \), in analogy with (45).

In Figure 3 we illustrate how a general domain Hankel matrix could be constructed. Suppose that we have data available along some subset of \( \mathbb{R}^2 \), in this case along a line \( \gamma \). We want to inscribe the curve \( \gamma \) in a subset of an equally spaced grid \( \Omega \). We would like to factorize the set \( \Omega \) as above. The generating values for the general domain Hankel matrix will in this case “live close” to where we have data. This is of particular importance if the exponential functions that we want to recover have frequencies with non-zero real part, as they easily can become huge far away from where the samples are available. The shape of the domain \( \Xi \) will control how many exponential functions that can be recovered. We refer to [7, 8] for details about how to recover the exponentials and the relationship between the size of \( \Xi \) and the number of exponential functions that can be recovered.

8. Numerical simulations

8.1. Equally spaced data

We begin with studying the case of equally spaced samples without weights. For this case the standard methods for frequency estimation are applicable. We will conduct some comparison of the results obtained by the
proposed method against the results obtained by the ESPRIT method [32]. One difference between the proposed method and the ESPRIT method is that the number of exponentials sought for is predetermined in ESPRIT, while in the proposed method a penalty level is used instead of prescribing the number of exponentials. By modifying the penalty level \( \tau \), i.e., by modifying \( s_\tau \) in (22), we can adapt the fixed point algorithms for making approximations using a fixed number of exponential functions. The simplest way to do this is to choose \( \tau \) such that \( \tau = q\sigma_K(W) \), if \( K \) is the number of exponentials sought for. Note that the fixed point operator is then modified in between iterations, and that the convergence results are not directly applicable.

To avoid this difficulty, we will conduct experiments on sums of exponentials of the form (5) with \(|c_k| = 1\). If the data is contaminated by noise, then the number of exponentials found can easily vary for small signal to noise ratios, if the strength (i.e. \(|c_k|\)) of the different exponentials have large variations.

We conduct experiments on a function of the form (5) with frequencies \( \zeta_k \) and coefficients \( c_k \) given in Table 2 for \(|x| \leq \frac{1}{2}\).

| \( \zeta_k \) | \(-23.141i\) | \(-3.1416i\) | \(2.7183i\) | \(31.006i\) |
| \( c_k \) | \(1.00000\) | \(0.62348+0.78183i\) | \(-0.22252+0.97493i\) | \(-0.90097+0.43388i\) |

The function is sampled at 257 points, and white noise is added with different signal-to-noise ratios (SNR). We test the fixed point algorithm given in Theorem 5.1 for a Frobenius norm error, and using the fixed point algorithm given in Corollary 6.1, for the standard \( \ell^2 \) norm. In Figure 4 we show the errors in recovering the frequencies from Table 2 for the two fixed point algorithms, along with the errors obtained from ESPRIT and the Cramér-Rao bound for the estimates. We can see that in comparison to the Frobenius based fixed point algorithm, the ESPRIT method works better in estimating the frequencies, but also that the \( \ell^2 \) version works better than ESPRIT. For this function, all three methods work well, and the obtained errors are close to the Cramér-Rao bound. Note that the methods are trying to optimize the approximation error of the function using few exponentials rather than estimating the frequencies present in the signal.

In Figure 5 we compare the approximation errors for the two methods against that of ESPRIT. The errors depicted are

\[ \|A_{\text{ESPRIT}} - F\|_F - \|A_{\text{Fro}} - F\|_F, \]
Figure 4: Errors in the estimation of $\text{Re}(\zeta_1)$, for equally spaced sampling using 257 nodes: Cramer-Rao bounds, ESPRIT error, Fixed point-Frobenius, Fixed point-$\ell^2$. Similar results are obtained for the other nodes.

$$\|a_{\text{ESPRIT}} - f\|_{\ell^2} - \|a_{\ell^2} - f\|_{\ell^2},$$

respectively, where $A_{\text{Fro}}$ denotes the outcome from the fixed-point algorithm in Theorem 5.1, and $a_{\ell^2}$ the output of the fixed-point algorithm in Corollary 6.1. The errors are computed for the three different SNR values of Figure 4 using 100 simulation for each value. The errors are then normalized in relation to the SNR for the sake of visualizing them simultaneously. The scale on the $y$-axis is thus a relative scale, and we have rescaled it so that the largest difference between the errors produced by the different methods is one. We can see that for both cases the errors are positive, meaning that the approximations obtained by the two fixed point methods consequently produce approximations with smaller error in the respective norm. However, ESPRIT does well in the case of equally spaced sampling with no missing data. The result is interesting as it shows that ESPRIT in fact empirically comes quite close to the optimal solution, in cases where the solution to (1) coincide with the solution to (3). However, ESPRIT does no work well at all in cases where the samples are not (perfectly) on an equally spaced lattice, or in the case of missing data, and as we will see the proposed methods will often do rather well in these situations.
8.2. Missing data

In this subsection we study the performance of the proposed method in the case of missing data. We assume that the samples are known only at a subset of an equally spaced sampling in one dimension. The function we study is the same as before, i.e. composed from the coefficients and frequencies given in Table 2. In the first test, we try to recover the function in the absence of noise, but with only a few measurements available. The function is originally sampled at 257 points on the interval \([-0.5, 0.5]\), and we assume that only the 20 samples with indices

\{22, 32, 34, 40, 91, 92, 99, 112, 119, 123, 127, 146, 152, 165, 170, 174, 175, 190, 241, 244\}

are known (these are randomly chosen). The real part of the original function is shown in black in the left panel of Figure 6, and the available data is illustrated by red circles. In the left panel the pointwise error between the reconstruction and the original function is shown in logarithmic scale. We can see that the reconstruction is accurate up to machine precision. Note that since \(\mu_j = 0\), this is not guaranteed from Corollary 6.1. However, comparatively few samples are typically needed for the method to achieve perfect recovery in the absence of noise.

Next, we consider the same function but now noise is added. Half of the samples are kept (129 points). Moreover, the sampling points are chosen so that there is a gap on the interval \([-0.1, 0.1]\). We conducted two sets of simulations, one for SNR=10 and one for SNR=0, and for both noise
Figure 6: Missing data problem. The left panel shows the real part of the true signal in black, with equally spaced samples indicated by black dots, and the available samples indicated by red circles. The right panel shows the error between the original function and the reconstructed function in $\log_{10}$-scale.

Figure 7: Missing data problem. The left panel shows simulations for SNR=10 and the right panel for SNR=0. The black curve indicate the true values of the function; the red dots show the signal with noise at available locations; the blue areas illustrate the standard deviation of point-wise reconstructions for 100 simulations; and the pink areas illustrate the standard deviation of the added noise realizations.
levels we ran the simulations 100 times. In Figure 7 we illustrate the results. The original function is displayed by the black curve, and for each of the figures, the red dots indicate the noise realization for one simulation. Note that the samples (red dots) deviate quite a lot from the true data. The pink shaded area illustrate the standard deviations for the noise, and the blue shaded area illustrate the standard deviation of the errors from the obtained approximations. We can see that the errors in the reconstructions are substantially smaller than the original noise level. A similar experiment can also be done using the unequally spaced sampling formulation dealt with in Corollary 6.2.

8.3. Two-dimensional recovery along a curve

Next, we consider the case of unequally spaced sampling in two dimensions. In particular, we will choose points densely sampled along a curve. There are no particular constraints of the method that limits it to such sampling, it is simply an interesting and comparatively difficult problem. We will use the same curve as the one (γ) shown in Figure 3. In [36] an interest-
ing – but different – approach for the sparse reconstruction problems with unequally spaced data using rank constraints is presented. This does not deal with two-dimensional data sampled along a curve, but it does discuss off-grid compressed sensing and does therefore deserve to be mentioned in this context.

Due to the problems of satisfying the convexity constraints in Corollary 6.2, the algorithm can converge to, for instance, a zero solution. To avoid problems of this type, we assume that the number of exponential functions \( K \) is known in advance and choose \( \tau = \sigma_K(W)/q \) at each iteration.

In a first example we try out the proposed method in the case with \( K = 2 \) exponential functions in two variables. The underlying function is shown at the top left panel of Figure 8. The black curve indicates the curve along which sampling is conducted. The sampling setup is also illustrated in the second (top) panel. Here the sampling curve (\( \gamma \)) is indicated in black, and the sampled data values along the curve are illustrated by red, white and blue (densely sampled) dots. We perturb data by noise. For this case we apply a rather high level of noise, in particular Gaussian white noise with \( \text{SNR}=1 \) dB. The noisy measurements are illustrated in the third (top) panel from the left. We now apply the fixed-point algorithm. Upon convergence, we use the singular vectors on the (square) \( \Xi \)-domain to obtain frequency estimates following the strategy described in [7]. The corresponding coefficients can then be found by the least squares method. Once the frequencies and coefficients have been retrieved, we can reconstruct the underlying two-dimensional function. The result is shown in the bottom left panel. The second bottom panel show the measured (noisy) signal (along \( \gamma \)); the third (bottom) panel show the noise-free signal in black; the noise itself in red; and the residual between the noise-free and the reconstructed signals in blue. The right column of panels of Figure 8 show in top views from top to bottom: the noise-free data; the reconstruction; and the corresponding residual. We can see that a rather good reconstruction was obtained, despite the high noise-level. This is partially because the original data set consisted of only two exponential functions.

We now try the same problem but instead with \( K = 10 \) exponential functions and an \( \text{SNR} \) of 5 dB. The top panel of Figure 9 show the data sampled along the curve \( \gamma \) as before. We can see that the data looks substantially more complicated in this case. The same procedure as for the previous example is now applied. The middle panel show the noise-free data along \( \gamma \) in black and the corresponding residual with regards to the reconstruction in blue. The noise is shown in red. The three bottom panels show top views of the noise-free data; the reconstruction; and the corresponding residual for
Figure 9: Approximation of a two-dimensional function sampled along a curve. The underlying function is a sum of ten exponentials. Panel (a) shows the sampled data along a planar curve. Panel (b) shows: The true data in black, the noise in red and the reconstruction error in blue (along the curve). The bottom panel shows: (c) the original sum of exponentials on a square; (d) the reconstructed sum of exponentials; and (e) reconstruction error.
the underlying two-dimensional function. Finally, we provide the original and estimated frequencies for this two-dimensional case in Table 3.

<table>
<thead>
<tr>
<th>ζ₁</th>
<th>ζ₂</th>
<th>ζ₁’</th>
<th>ζ₂’</th>
</tr>
</thead>
<tbody>
<tr>
<td>-50.0000 + 0.i</td>
<td>-50.0000 + 0.i</td>
<td>-50.0031 + 0.00265i</td>
<td>-49.9989 + 0.00255i</td>
</tr>
<tr>
<td>-42.5903 + 0.i</td>
<td>+12.8766 + 0.i</td>
<td>-42.9882 + 0.00118i</td>
<td>+12.8765 - 0.00100i</td>
</tr>
<tr>
<td>-35.1806 + 0.i</td>
<td>+40.7788 + 0.i</td>
<td>-35.1817 + 0.00142i</td>
<td>+40.7763 - 0.00027i</td>
</tr>
<tr>
<td>-20.3613 + 0.i</td>
<td>-2.72062 + 0.i</td>
<td>-20.3618 + 0.00278i</td>
<td>-2.72020 - 0.00278i</td>
</tr>
<tr>
<td>-6.67724 + 0.i</td>
<td>-34.2402 + 0.i</td>
<td>-6.67772 - 0.00267i</td>
<td>-34.2389 + 0.00089i</td>
</tr>
<tr>
<td>+4.98657 + 0.i</td>
<td>-42.4351 + 0.i</td>
<td>+4.98607 - 0.00091i</td>
<td>-42.4358 + 0.00056i</td>
</tr>
<tr>
<td>+9.27734 + 0.i</td>
<td>+18.0841 + 0.i</td>
<td>+9.27612 - 0.00129i</td>
<td>+18.0857 - 0.00397i</td>
</tr>
<tr>
<td>+19.4458 + 0.i</td>
<td>-9.77757 + 0.i</td>
<td>+19.4469 + 0.00072i</td>
<td>-9.77517 - 0.00032i</td>
</tr>
<tr>
<td>+36.6455 + 0.i</td>
<td>-27.3052 + 0.i</td>
<td>+36.6436 + 0.00016i</td>
<td>-27.3033 + 0.00052i</td>
</tr>
<tr>
<td>+47.9858 + 0.i</td>
<td>+33.6813 + 0.i</td>
<td>+47.9836 + 0.00042i</td>
<td>+33.6802 + 0.00293i</td>
</tr>
</tbody>
</table>

9. Conclusions

We have presented fixed-point algorithms for the approximation of functions by sparse sums of exponentials. These algorithms hold for the general class of approximation problems with a rank and subspace constraint on the solution. The proposed method can deal with the standard frequency estimation problem (written in terms of Hankel matrices), but it also extends to more general cases, for instance in the presence of weights and unequally spaced sampling. We provide theorems about convergence, and also a condition on if the optimal solution to the original non-convex problem was obtained. We also describe how to apply the results for the approximation using sparse sums of exponentials in several variables. The formulation allows for approximations and estimation in general sampling geometries, and we illustrate this performing two-dimensional frequency estimation given data sampled along a curve.

We can see that in the standard case of equally spaced sampling with complete data, the proposed method does slightly better than for instance ESPRIT. In contrast to the ESPRIT method, the proposed method provides a way to verify if the global minimum actually was reached. We can see that the ESPRIT method often comes close to the global optimum in such cases, which is an interesting observation. However, ESPRIT (and related methods) perform substantially worse as sampling starts to deviate from the standard equally spaced setup and quickly becomes unusable. In contrast the proposed methods will often perform well, even for quite difficult sampling setups. We have specified requirements that needs to be satisfied in order
to guarantee that this is the case, but the method often performs well even when these are not satisfied. This will of course not always be the case, but it may offer solution to problems that previously could not be solved. Still, several interesting questions remain to be answered, included parameter dependencies, convergence rates, and maybe also sharpening the theoretical results in order to enlarge to classes of problems where convergence can be proven.
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Appendix A. Lipschitz continuous gradients

Theorem Appendix A.1. Let \( f \) be an even symmetric function on \( \mathbb{R}^n \) and, given a matrix \( X \), define \( F(X) := f(\sigma(X)) \). Then the gradient of \( F \) at \( X \) is \( S f' \left( \sigma \left( \frac{X}{\sqrt{\lambda(S)}} \right) \right) \).

Proof. We introduce the auxiliary function \( g(x) = f(\sqrt{x}) \) where the square root is taken component wise, and set \( G(S) = g(\lambda(S)) \) where \( S \) is a symmetric matrix and \( \lambda(S) \) its eigenvalues. If \( S \) has singular value decomposition \( S = U \Sigma U^* \) then the gradient of \( G \) is \( U g'(\Sigma) U^* \) by [25], which gives
\[
G'(S) = U \text{diag} \left( \frac{f'(\sqrt{\lambda(S)})}{2\sqrt{\lambda(S)}} \right) U^*.
\]

Note that \( F(X) = G(X^*X) \).

Denote the elements of \( X \) by \( x_{i,j} \), and let \( E_{i,j} \) the matrix with a one on position \( i, j \) and zeroes elsewhere. It is easy to see that
\[
\partial_{i,j} X^*X = X^*E_{i,j} + E_{j,i}X.
\]

By the chain rule we get
\[
\partial_{i,j} F(X) = \langle G'(X^*X), X^*E_{i,j} + E_{j,i}X \rangle = \text{tr} \left( (X^*E_{i,j} + E_{j,i}X)^* G'(X^*X) \right)
= \text{tr} \left( E_{j,i}X G'(X^*X) \right) + \text{tr} \left( X^*E_{i,j} G'(X^*X) \right) = 2 \text{tr} \left( E_{j,i}X G'(X^*X) \right)
\]
where the last identity follows since $G'(X^*X)$ is symmetric. Combining this with the earlier identity gives

$$2 \text{tr} \left( E_{j,i}XG'(X^*X) \right) = 2 \text{tr} \left( E_{j,i}U \text{diag}(\sigma(X))V^*V \text{diag} \left( \frac{f'(\sqrt{\lambda(X^*X)})}{2\sqrt{\lambda(X^*X)}} \right) V^* \right)$$

$$= 2 \text{tr} \left( E_{j,i}U \text{diag}(\sigma(X)) \text{diag} \left( \frac{f'(\sigma(X))}{2\sigma(X)} \right) V^* \right) = \text{tr} \left( E_{j,i}U \text{diag} \left( f'(\sigma(X)) \right) V^* \right)$$

$$= \text{tr} \left( E_{j,i}G_{f'}(X) \right) = (G_{f'}(X))_{i,j}.$$

\[ \Box \]

**Theorem Appendix A.2.** Let $f$ be a symmetric function on $\mathbb{R}^n$ and, given a matrix $X$, define $F(X) := f(\sigma(X))$. If $f$ has Lipschitz continuous gradient, then so has $F$.

**Proof.** Combine the above theorem with (12). \[ \Box \]
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