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Abstract—In this paper we investigate the problem of embedding a number of points given certain (but typically not all) inter-pair distance measurements. This problem is relevant for multi-dimensional scaling problems with missing data, and is applicable within anchor-free sensor network node calibration and anchor-free node localization using radio or sound TOA measurements. There are also applications within chemistry for deducing molecular 3D structure given inter-atom distance measurements and within machine learning and visualization of data, where only similarity measures between sample points are provided. The problem has been studied previously within the field of rigid graph theory. Our aim is here to construct numerically stable and efficient solvers for finding all embeddings of such minimal rigid graphs. The method is based on the observation that all graphs are either irreducibly rigid, here called prime rigid graphs, or contain smaller rigid graphs. By solving the embedding problem for the prime rigid graphs and for ways of assembling such graphs to other minimal rigid graphs, we show how to (i) calculate the number of embeddings and (ii) construct numerically stable and efficient algorithms for obtaining all embeddings given inter-node measurements. The solvers are verified with experiments on simulated data.

I. INTRODUCTION

In this paper we will study the problem of determining positions \( r_i, i = 1, \ldots, n \) given distances \( d_{ij} = |r_i - r_j| \), for a subset of point pairs \((i, j) \in E\). This is a classic problem that has intrigued engineers and researchers for centuries. Originally the problem had implications in the construction of trusses, but today there are several practical applications where this problem is relevant, e.g. in

- Anchor-free node localization using distance measurements. See e.g. [2].
- Autonomous vehicle formation, see e.g. [3].
- Shape determination from inter-point distances, e.g. estimating molecule shape using inter-atom distance measurements.
- Anchor-free sensor network mapping, see e.g. [4].

If the distances for all pairs of points are known the problem is known as multidimensional scaling or MDS [13]. In this paper we will instead consider the problem when only a subset of the distances are known, i.e. MDS with missing data. We will start by giving a theoretical basis, which will then be used in order to construct efficient solvers. The result of running our solver on a large scale problem with missing data is shown in figure 1.

The problem has been studied in graph theory. One observation is that the problem depends on the number of nodes \( n \) and which distance pairs \((i, j)\) that have been measured. This can be conveniently represented as a graph \((V, E)\), where \( V \) is the set of \( n \) vertices or nodes \( V = \{1, \ldots, n\} \) and \( E \subseteq V \times V \) is the set of edges. The problem that we want to solve is that of calculating all possible embeddings, i.e. all possible sets of points, that fulfill the inter-node distances \( d_{ij} \) for \((i, j) \in E\).

We will formulate this problem in a slightly different way. First we need a more formal definition of what we mean by an embedding.

Definition 1.1: A graph \( G = (V, E) \) together with \( n \) points \( p_i, i = 1, \ldots, n \) in \( d \)-dimensional Euclidean space is called an embedding of \( G \) in \( \mathbb{R}^d \). We denote this embedding \( G(p) \).

Now we can formulate our problem in the following way:

Problem 1.1: Given an embedding of a graph \( G \) determine all node positions \( r_i, i = 1, \ldots, n \), such that

\[
d_{ij} = |p_i - p_j| = |r_i - r_j|, \quad \forall (i, j) \in E.
\]

The problem is invariant under Euclidean transformations and mirroring. Factoring out such natural Gauge freedom, a particular embedding problem can have either a finite or an infinite number of solutions. In the former case the embedding \( G(p) \) is called rigid, and in the latter case flexible. Moreover an embedding is called globally rigid if there is exactly one solution to the embedding problem. (Note that there is always at least one solution given by \( r_i = p_i \).

In [5] the authors show that being flexible or rigid is a property of the graph, and not the embedding, in the
sense that for nodes in generic positions the rigidity is well defined. However, for a rigid graph there might be degenerate configurations of node positions that cause the construction to be flexible and vice-versa, but this set of configurations has Lebesgue measure zero. Subsequently we will therefore talk about flexible or rigid graphs, meaning that for a generic choice of points \( p_i \), the embedding problem for \( G(p) \) is flexible or rigid respectively.

Our goal is to characterize all rigid graphs and find their possible embeddings. In order to do this it is sufficient to study the minimal rigid graphs. (Minimal in the sense that the removal of any edge destroys the rigidity.) This is based on the observation that any rigid graph contains a minimal rigid graph, obtained by removing edges in the original graph. By solving the embedding problem for all minimal rigid graphs one may thus solve this problem for any rigid graph by checking if the solutions for the contained minimal rigid graph also satisfies the conditions given by the removed edges.

Therefore we will describe a framework that gives us a comprehensive description of the minimal rigid graphs, in terms of number of solutions and practical solution algorithms. This in turn gives us tools to:

- Determine whether a given problem is well posed.
- Construct minimal solvers that are basic components in robust estimation algorithms, such as RANSAC [6], for large scale problems.

For more background see [3], [7]. In [8] the authors consider the rigidity question for full bipartite graphs. The results are for general dimensionality. One result is that for planar graph all full bipartite graphs containing \( K_{3,3} \) are rigid and in 3D all full bipartite graphs containing either \( K_{4,6} \) or \( K_{5,5} \) are rigid. Here \( K_{m,n} \) denotes the complete bipartite graph on \( m \) and \( n \) vertices, i.e. the bipartite graph \( G = (U,V,E) \), where \( U \) and \( V \) are disjoint sets of size \( m \) and \( n \), respectively, and \( E \) connects every vertex in \( U \) with all vertices in \( V \). There has been work on calculating the number of embeddings for different minimal problems, see [9], [10]. We have some contradicting results to those given in [10], see section IV for more details.

Most of the general theory that we present in this paper is valid for any dimension, but for the specific solvers we will concentrate on the planar case, i.e. the unknown node positions \( r_i \) are points in \( \mathbb{R}^2 \). We will in the next section describe how the minimal planar rigid graphs can be constructed in a way that gives us ways of constructing solution algorithms as well as determining the number of (complex) embeddings for different such graphs. In section IV we will show results on constructions for up to ten nodes and in section V we will give experimental results that validate our approach on synthetic data.

II. THE PLANAR EMBEDDING PROBLEM

A graph \( G \) is minimally rigid if \( G \) is rigid and \( G - e \) is not rigid for any edge \( e \) of \( G \). In \( \mathbb{R}^2 \) there is an equivalent formulation due to Laman [11] namely: A graph \( G \) with \( n \) nodes and \( m \) edges is minimally rigid if \( m = 2n - 3 \) and for any vertex induced subgraph of \( G \) with \( k \geq 2 \) nodes and \( l \) edges we have \( l \leq 2k - 3 \). In the planar case the minimally rigid graphs are also called Laman graphs.

Note that the definition of a Laman graph says that the system of equations in the embedding problem for such a graph is balanced in terms of number of equations and unknowns and each subsystem corresponding to a subgraph is either balanced or underdetermined. We will use the Laman formulation to make the following definition:

**Definition 2.1:** A graph \( G \) is a Prime Rigid Graph if it is minimally rigid and for any subgraph of \( G \) with \( k \geq 3 \) nodes and \( l \) edges we have \( l < 2k - 3 \).

Thus in a prime rigid graph all subsystems corresponding to vertex induced subgraphs (on at least three vertices) are underdetermined. This implies that all those subgraphs are flexible, since it follows from the Laman characterization that a rigid graph cannot correspond to a underdetermined system.

For the Laman graphs there is a recursive way due to Henneberg [12] of constructing all the graphs using two types of extensions, Henneberg I and Henneberg II. One starts with the graph consisting of two nodes joined by one edge. In the Henneberg I extension one adds one new node and joins this with two edges to the old set of nodes. In the Henneberg II
extension one removes one edge \((i,j)\) among the previous ones, and connect a new node to the two nodes \(i\) and \(j\). The new node is also connected to a third node among the previous ones.

The Henneberg construction can be used constructively in the following two senses. (i) If the number of embeddings is known for a graph \(G\), then the number of solutions after a Henneberg extension is twice as many. This is because the possible positions of the added node are the intersection points of the two circles describing its distances to its neighbours. For a generic position of the added node there are two points of intersection. (ii) if an algorithm for finding all embeddings given distances is given for a graph \(G\), then it is easy to extend this algorithm to the Henneberg I extension of \(G\).

For the Henneberg II extension, less is known, both in terms of multiplicity of solutions and in terms of practical algorithms for determining all possible embeddings.

We will now show how all minimally rigid graphs can be constructed using the prime and minimal graphs as basic building blocks and combining them in two different ways. As for the case of Henneberg extensions, these extensions do not generate unique ways of constructing the minimal graphs. But as opposed to the Henneberg extensions they let us keep track of the number of solutions as well as being able to construct solvers for the different minimal problems. We will denote the \(i\)th minimal graph with \(n\) nodes by \(G_{n,i}\).

A. Extending a minimal graph with another minimal graph

The first type of extension is as follows. Let \(g_1\) and \(g_2\) be minimal graphs with \(n_1\) and \(n_2\) embeddings respectively. A new minimal graph can be constructed by removing an edge \((i,j)\) in \(g_1\) and inserting \(g_2\) so that two of the nodes in \(g_2\) are merged with the nodes \(i\) and \(j\) respectively. The resulting graph \(g\) is minimal and has \(n_1n_2\) solutions.

If there are algorithms for finding all embeddings given distance measurement both for \(g_1\) and \(g_2\), then an algorithm for finding all embeddings for \(g\) can be constructed as follows. Given length measurements for \(g\), first solve for all \(n_2\) embeddings for the graph \(g_2\). For each such solution calculate the distance between nodes \(i\) and \(j\). Use this distance together with the other distances for \(g_1\) and the algorithm for \(g_1\) to calculate all embeddings for \(g_1\). For each of the \(n_2\) embeddings for \(g_2\) there are in general \(n_1\) embeddings for \(g_1\). Thus the algorithm outputs all \(n_1n_2\) embeddings for \(g\).

Note that in the special case of \(g_2\) being the triangle \(P_3\) (and thus \(n_2 = 2\)) one obtains the Henneberg I extension.

B. Joining a number of minimal graphs, called a Glue

By connecting a number of minimal graphs we can get a new minimally rigid graph. The connections between the different parts can be achieved by a combination of:

- Merging two or more nodes from the different graphs into one node, called a Hinge.
- Adding a number of edges between the different graphs.
- Adding a number of new nodes with connections to the different graphs.

We will consider the case of adding a number of nodes to one minimal graph as a special case of this extension. This means that a Henneberg II extension also can be described as a one node extension to a minimal graph. We will in section III describe specific types of possible extensions that generate all minimal graphs up to order 8, as well as the prime rigid graphs up to order 9.

In order to be able to count the number of embeddings and constructing solution algorithms for these cases we need to solve for the basic building blocks, i.e. the prime rigid graphs as well as constructing solvers for the different extensions.

There are several interesting uses of these ideas. Even with only a few solved prime rigid graphs and extensions, it is possible to automatically generate solvers for a large class of minimal graphs. For these graphs we also obtain the number of embeddings. Even if we only obtain the number of embeddings for a number of prime rigid graphs and/or extensions, it is still possible to use these as building blocks in order to determine the number of embeddings for the reachable minimal graphs. A third use is to determine the minimal graphs that cannot be solved by a set of building blocks. These graphs are important to provide the building blocks that are missing. The process is similar to that of determining primes using the sieve of Eratosthenes, i.e. the smallest prime rigid graphs and extensions can be used to solve many minimal graph problems.

The remaining graphs are either prime or contain a prime sub-graph with a new type of extension. One question is how many prime rigid graphs we need to solve in order to solve all minimal graphs. The following theorem gives the answer.

Theorem 2.1: There are infinitely many planar prime rigid graphs.

Proof: For any number \(n > 2\) we can construct the following bi-partite graph \(G\) with \(2n\) nodes. Denote the first \(n\) nodes by \(u_i\) and the last \(n\) nodes by \(l_i\). From node \(u_1\) we draw an edge to nodes \((l_1,l_{i+1},l_{i+2},l_{i+3})\) for \(i = 1 \ldots n - 3\). From node \(u_{n-2}\) we draw edges to nodes \((l_{n-2},l_{n-1},l_n)\). From node \(u_{n-1}\) we draw edges to nodes \((l_{n-1},l_n,l_1)\) and from node \(u_n\) we draw edges to nodes \((l_n,l_1,l_2)\). An example with \(n = 4\) is shown in Figure 3. For the full graph we have \(4 \cdot (n - 3) + 3 \cdot 3 = 4n - 3\) edges which equals the \(2 \cdot 2n - 3 = 4n - 3\) unknowns. By simple inspection it is clear that all sub-graphs will be under-determined. This leads to that a construction of this type, for any \(n\), will be prime.

III. A NUMBER OF SPECIFIC BASIC BUILDING BLOCKS

In order to build up the minimal graphs we need to first of all find all prime rigid graphs. This can be done by generating all minimal graphs up to some order recursively using Henneberg I and II extensions. We can then test whether they are prime using definition 2.1 directly by constructing all sub-graphs. The number of prime rigid graphs for the different number of nodes is given in Table I and all the prime rigid graphs of order up to 9 are shown in Figure 3. We will number the prime graphs consecutively and denote prime graph number \(i\) with \(P_i\). We will further number all the minimal graphs so that \(G_{n,i}\) denotes the \(i\)th minimal graph with \(n\) nodes. More details are given in the next section.
In addition to finding the prime rigid graphs, we also need to construct extensions. In this section we will study a number of specific instances of extensions of type two.

A. Three Edge Glue of two Minimal Graphs ($E_1$)

Given two minimal graphs $g_1$ and $g_2$. By connecting these two minimal graphs with three edges $(i_k, j_k), k = 1, 2, 3$, where $i_k$ is a node of $g_1$ and $j_k$ is a node of $g_2$ one obtains a minimal graph, cf. bottom left of Figure 2. We will denote this operation by $E_1$. The multiplicity or the number of solutions for this glue is $c_1 = 6$. Similarly given algorithms for finding the embeddings for $g_1$, $g_2$ and the glue $E_1$ it is straightforward to construct an algorithm for the resulting graph $g$. The number of embeddings is now $n_1 n_2 E_1$. An example of gluing together a three node minimal graph with a four node minimal graph is given in Figure 2.

B. One Hinge and two Node Glue of two Minimal Graphs ($E_2$)

Another interesting way of gluing together two minimal cases is as follows. Given two minimal graphs $g_1$ and $g_2$. By connecting these two minimal graphs at one node (like a hinge) and then connecting each graph with two nodes to two new nodes according to Figure 2 one obtains a minimal graph $g$. We will denote this operation by $E_2$. The multiplicity or the number of solutions for this glue is $c_2 = 14$. Similarly given algorithms for finding the embeddings for $g_1$, $g_2$ and the glue $E_2$ it is straightforward to construct an algorithm for the resulting graph $g$. The number of embeddings is now $n_1 n_2 E_2$. In the figure we see this applied to two triangles resulting in $2 \cdot 2 \cdot 14 = 56$ solutions.

C. Four Node Extension of one Minimal Graph ($E_3$)

The following construction is an irreducible extension of one minimal graph. Given one minimal graphs $g_1$. By connecting the graph with four edges to four new nodes according to Figure 2 one obtains a minimal graph $g$. We will denote this operation by $E_3$. The multiplicity or the number of solutions for this glue is $c_3 = 14$. Similarly given algorithms for finding the embeddings for $g_1$ and the extension $E_3$ it is straightforward to construct an algorithm for the resulting graph $g$. The number of embeddings is now $n_1 E_3$.

IV. STUDY OF MINIMAL GRAPHS UP TO ORDER 10

In this paper we have generated and studied all minimal graphs up to $n = 10$ nodes. These minimal graphs can be generated by Henneberg I and Henneberg II constructions starting with either $n = 2$ or $n = 3$. For all of these graphs, we have tested if the problems are prime. If not we have tested if they are reachable with the building blocks from the previous sections, and if so, we have automatically constructed algorithms for finding all embeddings. For problems that are not reachable with the building blocks above, we have also generated integer problems and investigated the number of embeddings over $\mathbb{Z}_p$, where $p$ is a large prime number. This is often a good indication of the number of embeddings over $\mathbb{C}$.

A summary of the investigation is as follows.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$k$</th>
<th>$#\text{minimal}$</th>
<th>$#\text{prime}$</th>
<th>$#\text{embeddings}$</th>
<th>$H_1$</th>
<th>$E_1$, $E_2$, $E_3$</th>
<th>primes + $p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>3</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>13</td>
<td>1</td>
<td>16,24</td>
<td>2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>11</td>
<td>70</td>
<td>0</td>
<td>32, 44, 48, 56</td>
<td>4</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>13</td>
<td>608</td>
<td>2</td>
<td>64, ..., 136</td>
<td>32</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>15</td>
<td>7222</td>
<td>6</td>
<td>128, ..., 312, 265</td>
<td>126</td>
<td>126</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>17</td>
<td>110132</td>
<td>44</td>
<td>256, ..., 672, 3237</td>
<td>1874</td>
<td>1874</td>
<td></td>
</tr>
</tbody>
</table>

Table I. The table shows for each number of nodes, the number of edges, the number of minimal graphs, the number of prime rigid graphs, the range of the number of embeddings, the number of graphs that can not be reached using Henneberg I extensions, and the number of graphs that can not be reached using primes and our first three extensions.

For $n = 3$ nodes. There is only one minimal graph with 3 nodes. This graph, the complete graph $K_3$ is minimal and prime. It will be denoted $P_1$ in the sequel. It has a unique solution (or two solutions if one counts the mirrored solution as different, cf. [13]. Thus the number of embeddings $p_1 = 2$.

The case of $n = 4$ nodes. With four nodes, there are 6 possible edges. The potential minimal graphs have 5 edges. There is only one such graph. It is minimal, but not irreducible. It contains $P_1$ as a sub-graph and can be generated by the first construction, here denoted $P_1^2$, with $p_1^2 = 4$ number of embeddings.

The case of $n = 5$ nodes. With five nodes, there are 10 possible edges. The potential minimal graphs have 7 edges. There are four such graphs. Of these four graphs three are minimal (but not prime) and can be constructed from $P_1$ as $P_1^2$ with $p_1^2 = 8$ embeddings.

The case of $n = 6$ nodes. There are 13 minimal rigid graphs with 6 nodes. Eleven of these are of type $P_1^2$. They are thus not prime and are easily solved with $p_1^2 = 8$ embeddings. One of the graphs, the so called Desargues graph consists of two triangles joined by three edges. It is thus of type $P_1^3E_1$. The algorithms correctly outputs $p_1^3c_1 = 24$ solutions. The last graph is a new prime rigid graph, called $K_{3,3}$. Here it will be denoted $P_2$. It has $p_2 = 16$ embeddings. An algorithm for finding these can be found in [14].

The case of $n = 7$ nodes. There are 70 minimal rigid graphs with 7 nodes. Of these 64 are of type $P_1^3$ with $p_1^3 = 32$ solutions. Two graphs are of type $P_2P_1$ with 32 solutions. One is of type $P_1^4E_1$ with 48 solutions. One is of type $P_1^2E_2$ with $p_1^2c_2 = 56$ solutions and one is of type $P_1E_3$ with $p_1c_3 = 28$ solutions. The solvers for $E_2$ and $E_3$ are to the best of our knowledge new. There are no prime rigid graphs of order 7.

With $n = 8$ nodes, it is getting difficult to describe all cases. There are 608 graphs of which 526 have 64 solutions and are easy to solve with combinations of $P_1$ and $P_2$. There are 46 graphs with 96 solutions which involve $E_2$ and $P_1$. There are several new types of extensions and there are 2 new prime rigid graphs.

Using our constructive solution algorithms we can find the number of embeddings of all graphs that can be reached using the building blocks described in sections II and III. We have done this for all graphs up to order 10 and the number of graphs that we can not reach is given in Table I. For the
remaining graphs we have investigated the number of solutions by generating realisations of problems with integer distances. We have then found the Grobner basis for the ideal generated by the equations over \( \mathbb{Z}_p \). This gives with high probability the dimension of the underlying problem. We have used Macaulay 2 for the calculations, cf. [15]. This gives the resulting number of embeddings shown in Table I. We have some contradicting results compared to [10] where the upper bound for 8 nodes was given as 128 where we have a minimal problem that yields 136 solutions.

V. EXPERIMENTAL VALIDATION

We have conducted a number of experiments on a number of different levels to validate our methods and solvers. Firstly we have tested the numerical stability of the minimal solvers. We then tested how well the minimal solvers behaved in the presence of noise and finally we contructed a small system for larger problems to show how our solvers can be used to bootstrap robust estimation in the precence of noise, outliers and missing data. The system results can be seen in figure 1

A. Experiments on initial solvers

We have implemented several solver building blocks. The solver for the triangle is straightforward. The solver for the bipartite graph \( K_{3,3} \) was done in another context in [14]. We could not find a solver for the three-edge glue, \( E_1 \), in the literature, so we developed a novel one based on the action matrix method, [16], [17]. Also for the one-hinge and two node glue of two minimal graphs, \( E_2 \), we developed a novel solver.

Furthermore we developed a framework to automatically generate solvers for all minimal graphs that can be constructed from these building blocks. The solvers were tested in the following way. For each tested graph, we generated random configurations \( r_0 \). Then the distance measurements \( D_0 = \{d_{ij}\} \) where calculated and given as input to the solver. The solver then generated all \( n \) solutions \( r_1, \ldots, r_n \), where \( n \) is the multiplicity of solutions for the minimal graph. The \( n \) different reconstructions were checked both to determine how well the distances from the embeddings \( D(r_k) \) matched the specified distances \( D_0 \). Ideally these should all be very small. It was also investigated if the random configuration \( r_0 \) was close to anyone of the \( n \) solutions. Ideally it should be identical to one of the solutions. We repeated this experiment 1000 times. In Figure 4 is shown the histogram of the 10-log of residuals in blue and of the reconstruction error in red. This is done for four minimal graphs, top-left the triangle \( G_{3,3} \), top right the graph \( G_{4,1} \), bottom-left the prime rigid graph \( G_{6,12} \) and bottom-right a more complicated compound graph \( G_{9,1} \).

B. Experiments on building blocks

To test the behaviour of our solvers in the presence of noise we conducted an experiment in the following way. We generated a full small problem, of say seven nodes. The \( x \) and \( y \) coordinates of the points were drawn from a uniform distribution on \([-1,1]\). To the distance matrix we added Gaussian noise with zero mean. We then extracted a random minimal subproblem (with the same number of nodes, but fewer edges) and solved this with corresponding minimal solver. We then took each of the solutions and checked how well they fit the removed edges, i.e. we measured the norm of the distance matrix for the full problem. One of the solutions should fit all the distances well. In figure 5 the resulting norm of the distance matrix for the best solution is shown as a function of the variance of the added noise. This was done for \( n = 5 \) nodes, so in this case there were three possible minimal subproblems. The norm of the distance matrix for the ground truth solution is also shown. We see that our solvers are close to linear for these amounts of noise. They also follow the ground truth errors well. The results for \( n = 7 \) nodes are also shown. In this case there are 13 possible minimal subproblems. The results for this case are similar to the five node case.
C. Experiments on system level

To test our solvers on a systems level we constructed the following experiment. We generated a full problem, with e.g. 2000 nodes. The \( x \) and \( y \) coordinates of the points were drawn from a uniform distribution on \([-1, 1]\). To the distance matrix we added Gaussian noise with zero mean. We also added outliers in the distance matrix, i.e. random distances \([0, 2\sqrt{2}]\). We also removed a number of distances to simulate missing data. We then used a RANSAC framework to estimate the full solution. We randomly tested a small minimal problem, with e.g. 6 nodes, and checked how well other distances fit this model. When we found a good initial solution we used our algorithms for extensions to extend this initial solution to the full solution. In the top of figure 6 a magnification of part of the solutions, the green stars show the result of our robust initialization. The red circles denote the result after additional nonlinear optimization. The solutions are registered to the ground truth solution in blue.

VI. CONCLUSIONS

In this paper we have introduced the notion of prime rigid graphs and extensions of minimal rigid graphs. The technique enables us to precisely characterize the number of possible embeddings of rigid graphs and to automatically generate solution algorithms for finding all possible embeddings. Using simulated data we have shown that these algorithm are numerically stable, and can be used as building blocks for robust estimation systems.
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